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SYSTEM AND METHOD FOR PERFORMING A
THREE-DIMENSIONAL VIRTUAL EXAMINATION OF OBJECTS, SUCH
AS INTERNAL ORGANS

SPECIFICATION

TECHINICAL FIGLD
‘The present invention relates to a sysiem and method for pecforming a
volume based three-dimensional virtual examination, and more pariiculasly relates to

a gystem which offers enhanced visualization and navigation properties.

Colon cancer continues to be a major cause of death throughout the
world, Early detection of cancerous growths, which in the human colon initially
manifest themselves as polyps, can greatly improve a pafient's chance of recovery.
Presently, there ave two conventional ways of detecting polyps or other masses in the
colon of a patient. The first methoed is a colonoscopy procedurs, which uses a flexible
fiber-optic tube called a colonoscope (o visually exemine the colon 'by way of physical
rectal eutry with the scope. The dactor can manipulate the tube fe search for any
abnormal growths i the oolon. The colonoscopy, althengh reliable, Is botl relmively
costly in money and time, and i an invasive, uncomleriable painful procedure for the
patient.

The second detection technigue is the use of 2 burium enema and two-
dimensional X-ray maging of the colon. The barium enema is used to eoat the eclon
with barium, and a two-dimensional X-ray image is taken to capture an image of the
colon. However, harium enemas may not always provide a visw of the entire colon,
require extensive pretreatment and patient manipulation, is often operator-dependent
when performing the operation, exposes the patient to excessive radiation wnd can be
less sensitive than a colonescopy. Nue to deficiencies in the conventional practices

described above, a more relinble, less intrusive and less expensive way to cxamine the
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colon far polyps is destrable. A method o examine other human organs, such as the
Tungs, for masses in a reliable, cost effective way and with less patient discomfort is
also desirable,

Another leading canse of cancer deaths in the United States is bladder
cancer. In 1993, there were 50,000 new cases of bladder cancer reperted and 11,008
deaths were reported as a result of this disease. The mosi comunon test for bladder
cancer is the use of u urine “dipsticl” ot conventional urinatysis, However, such tasts
are generally only effective at detecting bladder cancer in ifs later developed stages
and docs not pravide any information regarding the size or location of a cancerous
growth. Cystascopy, the main roethod of jnvestipating bladder shnormalities at
prescnt, provides accurate results and can provide information regarding the relative
size and location of any abnormalities. However, cystoscopy Is an invasive procedire
which offers a physician a linited field of view and lacks an ohjective indication of
size. In addition, eystascopy is contra-indicated for those pabients who have severe
urethral strictares or active vesieal bleeding, Thus, it is desirable to develop
alternative procedures for screening patients for bladder cancer, especially at early
stages of cancer development.

Two-dimensional {"2D") visualizatien of buman organs employing
cwrently available medical imaging devices, such as computed tomography and MRT
{magmetic resonance imaging), has besn widely used for patient diagnosis. Three-
dimensional lmages can be formed by stacking and interpolating between two-
dimensional pictures produced from the seanning machines, Tmaging an organ and
visualizing its volume in three-dimensional space would be beneficial due to its lack
of physical infrusion and the ease of data manipulation. However, the exploration of
the three-dimensiomal volume image must be properly performed in order to fully
exploit the advantsges of virtually viewing an organ from the inside.

When viewing the three dimensional ("3D"} volume virtual image of
an environgent, & functional model must be used to explore the viriua) space. One
possible model is a viriual camera which can be used a5 a point of reference for the
viewer to explore the virtual space. Camera centrol in the context of nevigation

within a general 3D virtual environment has been previously studied. There are two
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conventional 1ypes of camera control offered for navigation of virtual space. The first
gives the operator fll control of the camera which allows the operator to manipulute
the camera in different positions and orientations to achisve the view desired. The
operator will in effect pilot the camera. This allows the operaicr to explore a
particular section of interest while ignoring ether scelions. However, complels
control of a camera in a Jarge domain would be ledious and tiring, and an vperator
might not view all the important features between the start and finishing point of the
exploration.

The second technigue of camera control is a planned navigation
methed, which assigns the camiera a predetermined path to lake and which cannot be
changed by the operator. This is akin to having an engaged "autopilet”. This allows
the operator to concenirate viz the virtual spuse being viewed, and not have to worry
about steering into walls of the environment being examined. However, this second
technique does not give the viewer the flexibility to alter the course or investigate an
interesting area viewed aleng the flight path.

It would be desirable 10'use 2 combination of the two navigalion
techmques described above to realize the advantages ol both techniques while
minimizing their respective drawbacks. [| would be desirable to apply a llexible
navigation techrique to the examination of hwman or animal organs which are
represented in virtual 3D space in order to perform a non-intrusive painless thorough
examinatior. The desired navigation technique would further allow for a complete
examination of'a virtual organ in 3D space by an operator allowing flexibility while
censuring a smovth path and complete examination ihrough and around the organ. Tt
would be additipnally desirable w be able (o display the exploration of the organ in a
real time setting by using 2 techrique which minimizes the computations neeessary
for viewing the organ. The desired technigue should also be equally applicuble o
exploring any virtual object.

It is another object of the invention 1o assign opacity coefTicients to
cach volume element ir the tepresentation i order o make particular volume

clements transparent or translucent o varying degrees in order to customize the
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visualization of the portion of the object being viewed. A seciion of the object can

also be composited using the opacity coctficicnts.

SUMMARY OF TLIE INVENTION

The invention generates a three-dimensional visualization image of an
chject such as a human organ using volume visualization techniques and ¢xplores the
virlual image using a guided navigation system which allows the operator to travel
along a predelined flight path and 1o adjust both the position and viewing angle to &
particular portion of interest in the image away from the predefined path in ovder ta
identify polyps, cysts ar other abnormal features in the orgai.

A method for perfenming virtual examination of an ohject includes
performing at least one imaging scan of an object with 1he object distended by the
presence of a contrast agent. In addition, at least one Imaging scan of the ohject is
acquired with the object relieved of the conirast egent. The scans ars converted 1o
corresponding volume datasets formed with a plurality of voxels. Image segmentation
is then performed to classify the voxels of each sean into a plurality of categorics.
The volume datasets of each scan are registered to a common cogrdisale system, A
displaying operation can then be performed where corresponding images af Jeast two
of the volume datasets are substantially simultaneously displayed. Virtual navigation
aperations performed in one of the volume datasets resuls in having the
corresponding navigation operations take place in at least one other volume datasct.

Prefcrably, the at least one scan of the distended obfeot includes
transverse sean and a coranal sean of the ohject. Similarly, it is prefexable that the at
least one scan of the relieved object ineludes a transverse scan and a coronal scan of
the obiect. This procedure is particularly well suited for performing virtual
cystoscopy, where the objact is the bladder. In this case, the scan gencrally takes the
forrn of & magnetic resonance imaying scan and the contrasl agcrllt cun be urine.

Anather methed in accordance with the present invention is for
performing virtual examination of an object. In this methed, an imaging scan of the
object is performed to acquire image scan data. The acquired image scan daia is

converted to a plurality of volume wnits, or vosels. By interpolating hetween the
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voxcls, an cxpanded dataset is generated. Imapge segmentation can then be performed
1o classify the voxels into a plurality of categonies. A volume of the object interior is
extracted from the expanded datasct, such as by using a region growing algerithm
from a seed voxel within the object lumen. A reduced resolution dataset is (hen
generated fror the expanded dataset. To efficiently store and recall the data (rom the
expanded data set, this data is stored in x lree data structure. Tmages can then be
rendered for both the expanded dataset and reducad resolution dataset. Cne of these
unrages 1s then selected for viewing. Generally, the reduced resolution dataset is
selected during navigation or image interaction whereas the cxpanded dataset is
selected for high resolution, siatic display.

A method of performing virtual angiography is also provided. In this
method, imaging scan data is acquired of al leasl a portion of the aorta. The imaging
scan data is converted to & volume representation including a plurality of voxels. The
volume representation is segmented to classify the voxels into one of a plurality of
categorics. The scamented volume representation is then analyzed o identily voxels
indicative of at Jeas( a portion ¢f an aneurysm in the aortic wall. From ihe purtions of
the ancurysm which are identified, at least one closing surface is generaled around Lhe
voxels indicative of at Jeast a portion of an aneurysm. The closing surface provides an
estimate of the contour of the anenrysm. A navigation path can be established
through the aertic lumen and characieristics of the aneurysm, such as length, diameter,
volume and composition, van be determme.

The method of performing virlual angiopraphy can be used lo detect
and manitor the progression of aneurysms and can also be used in delermining the
characleristics needed 1o place a stent graft.

Also provided is a method of dsfining a skeleton for a three
dimensional image representation of a hollow object farmed with a plurality of
vaxels. A root voxel is first identified within the hollow object. A distance map is
then generated for all voxels witlin the hollow objeet. The dislance map is formed
using a 26-connected cubic plate having Euclidian weighted distances. Those voxels
having a local maxima in the distance map are 1dentified as endpoints of branches ir

the hollow object, For each local maxima vexel, a shortest cormected path o gither
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the root voxel or a previously defined shortest path, is determined. The collection of
shoriest paths is the rough skeleton of the object. This technique is particularly weli
suited for multibranch structures such as the respiratery system and cardio vascular

system.

BRIEF DE T OF THE DR, b}

Furlher objects, features and advantages of the invention will become
apparent from the following detailed deseription taken in conjunetion with the
aceompanying figures showing a preferred embodiment of the invention, on which:

Figure 1 is a flow chart of the steps for performing a virtual
examination of an object, specifically a colon, in accordance with the invention;

Figure 2 15 an illustration of 2 "submarine” camera mode! which
perfuoms puided navigation in the virtaal organ;

Figure 3 is an illustration of a pendulum used to model pitch and roll of
the “submarine” camera;

Figure 4 ix a diapram illustrating a iwo dimensional cross-section of a
velumetric colon which identifics two blocking walls;

Figure S is a diagram illustraling a twe dimensional cross-seclicn of a
volumeiric colon upon which start and finish volume elements are selected,

Fipure 6 is a diagram illustraiing a twe dimensional cross-section of a
volumeiric colon which shows a discrete sub-volume enctosed by the blogking walls
and the colon surface,

Figure 7 is a diagram illustrating a two dimensional cross-section of a
velumeiric coton which has mulliple layers peeled away;

Tipure 8 is a diagram illustrating a two dimensional cross-secticn of a
volumetdic colon which conlains the remainiag flight path;

Tigure 9 is a flow chart of the steps of generating a volume
visualization of the scanned organ,

Figure 10 is an illustration of a virual colon which has been sub-

divided into cells,
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Figure 11A is & graphical depiction of an organ which is being virtually
examined;

Figure 11B is a graphical depiction of 4 stab tres generated when
depicting the ergan in Fig. 11A;

Figure 11C is a furiher graphical depiction of a stab tree generated
while depicting the organ in Fig. 11A:

Figure 12A is & graphical depiction of a scene lo be rendered with
ahjects within certain cells of the scene;

Figure 128 is a graphical depiction of a stab wee generated while
depicling the scene in Fig, 124,

Figures 12C-12E are further graphical depictions of stab trees
genersted while depicting the image in Fig. 12A;

Figure 13 is a two dimensional representation of & virlual colon
containing a polyp whose layers can be removed;

Figure 14 is a diagram of 4 system vsed to perform a virtual
examsination of a human orpan in accordance with the invention;

Figure 13 is a flow chart depicting an improved image scgmentation
method;

Figure 16 is a graph of voxel intensity versus frequency of a tvpical
abdeminal CT data set;

Figure 17 is a perspective view diagram of an intensity vector structure
including a voxel of interest and its seiectad neiphbors;

Figure 18A is an exemplary image slice from a CT scan of a human
abdoeminal region, primarily illustrating a region including the Jungs;

Figure 18B 15 a piciorial diagram illustrating the ideptification of the
lung region in the image slice of Figure 184,

Figure 18C iz a pictorial diagram illustrating the removal of the lung
volume identified in Figure 181;

Figure 194 is a exemplury image slice form a CT scan of a human
abdesminal region, primarily illustrating a region ingluding a portion of the colon and

hone,
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Figure 19B is e pictorial dizgram illustrating the identification of the
colon and bone region fromn the image slice of Figure 194,

Figure 19C is a pictorial diagram illustrating the image scan of figure
19a with the regions of bene removed; and

Figure 20 is a flowchart illustrating 2 method for applying texture to
moenechrome image data.

Figore 21 is & flowchart illusicating & method for volume rendering
eraploying a fast perspective ray cashing technique;

Figure 22 is a flowchart i]lustrating 2 methed for determining the
central flight path through 4 colon lumen employing a volwme shrinking technique.

Flguee 23 is a tlowchart further iHustrating a volume shrinking
technique for usce in the method illustated in Figure 22.

Figure 24 is a three dimensional pictorial representation of a
segmented colon umen with a central fly-path gencrated therein.

Figure 25 is a flow chart illustrating a method of generating a central
fight path through z tolon lumen employing a segmentation technique.

Figure 26 is a block diagram ol'z systern embodiment based ona
personal computer bus architecture.

Figute 27 is a flow chart illustrating a methed of performing velume
imaging using the system of Figure 26.

Figure 28 is a flow chart illustrating a multi-sean method for
performing virtual examination of an object, such as a bladder (virtual cystoscopy).

Figuce 29 js a pictorial representation of a display window suiiable for
presenting imaging results from the vinual cystoscopy method of Figure 28 and
providing illustrative eutside views of a bladder structure.

Figure 30 is a pictorial representalion of a display window suitable for
presenting imaging results from the virtual cystoscopy rethod of Figure 28 and
providing illustralive Interior views of a bladder structure.

Figure 31 is a flow chart of a method of performing vittual

examination of an object, such as the larynx, using multiresolution viewing.
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Figure 32 is a flow chart of & method for performing virtaak
angiography.

Figures 13A-C are pictorial views of 2 portion of the aorta illustrating
the presence of an abdominal acrtic aneurysm.

Figure 34 is a flow chart illustrating & metbod for penerating a skeleton
structure of an object.

Figure 33 is a schematic diagram of a 26-connected, Fuclidean
weighted, cubic distance plate.

Figure 36 is a diapram illustrating pscudo-code of & process for

generating a distance map for use in the method of Figure 34.

FERRED EMBODIMERTS

While the methods and systems described in this application can be
applied to any object to be examined, the preferred embodiment which will be
deseribed is the examination of an organ in the hwnan body, specilically the colon.
The colen is long and twisted which makes it especially suited for a virual
examination saving the patient boih money and ihe discomiort and danger of a
physical probe. Other examples of orguns which can be examined, without limitation,
include the lungs, stomach and portions of the gastre-intestinal system, the heart and
blood vessels. ’

Fig. I {Dusirates the steps necessary to perform a virual colonoscopy
ustng volume visvahzation techniques. Step 101 prepares (he colon to be scanned in
order to be viewed for examination if required by either the doctor or the particnlar
scanning instrument. This preparation could include cleansing the colon with a
“eocktal)” or liquid whick enters the colon after being orally ingested and passcd
through the stomach. The cocktail forces the patient to expel waste material that is
present in the colon. e example of a substance used is Golytely, Additionally. in
the case of the colon, air ar CO, can be forced inta the colon in order 1o expand it to
make the colon easier to seun and examine. This is acconplished with a small tube
placed in the reclum with approximately 1,000 ce of air pumped into the colon to

distend the colon.  Depending upen the type of scanmer used, it may be necessary for
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the patient 1o drink a contrast substance such s barurm 10 coal any unexpunged stool
sn order to distinguish the waste in the colon from the colon walls themselves.
Alternatively, the method for virtually examining the colon can remove the virtual
wagte prior to or during the vinual examination as caplained laler in (s specification.
Step 101 does not nwed to be performed in all examinations as indicated by the dashed
line in Fig. 1.

Step 103 scans the organ which is 10 be examined. The scanner can be
att apparatus well known in the art, such as a spiva) CT-scanner for scanning a colon
or a Zehita MRI machine for scanning a lung Jabcled for example with xenon gas.
The seanner must be able W take multiple images from different posilions around the
body during suspended respiration, in erder to produce the data nevessary lor (be
volume viswalization. An example of a single CT-image would use an X-ray heam of
Smm width, 1:1 fo 2:1 pitch, with a 40cm ficld-of-vicw being performed from the top
cof the splenic flexure of the colon to the rectum.

Diserete data representations of said ohject can be produced by other
methods besides seanting, Voxel data representing an vbject can be derived from a
geometric model by techniques described in U.S. Pat. Nu. 5,038,302 entitled "Methed
ol Converting Continuous Three-Dimensional Geometrical Representations into
Discrete Three-Dimensiobal Voxel-Based Representations Within a Threc-
Dimensional Voxel-Based Systen” by Kaufman, issued Aug. 8, 1991, filed July 26,
1988, which is hereby incorporated hy reference. Addittonally, data can be produced
by a computer model of an image which can be converted 1o thuee-dimension voxels
and explorcd in accordance with this invention. One example ol his type of data is a
computer simulation of the turbulence surrounding a space shutle crafi.

Step 104 converts the scanned images into three-dimensional volume
elements (Voxels), Inthe preferred embodimenti for examining a colon, the scan data
is reformatted into Smm thick slices at increments af fmm or 2.5mm and
reconstructed in 1mm slices, with each slice represented as 2 matrix of 512 by
512 pixels. By doing this, voxels of approsimaiely 1 cubic mm are created. Thus z
large mumber of 2D slices are generaled depending upon the length of the scan. The

set of 212 slices is then reconstrucled to 3D voxels. The conversion process of 21D
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imagpes from the scanner tnto 3D voxels can gither be performed by the scanming
machinc itsclf or by a separaic machine such as a computer with techniques which arc
well known in the art (for example, see U.5. Pat. No. 4,985,856 entitled "Method and
Apparatus for Storing, Accessing, and Frocessing Voxel-based Data" by Kaufman ot
al.; issued Jan. 15, 1991, filed Nov, 11, 1988: which is hereby incorporated by
reference).

Step 105 allows the operator to define the pertion of the selected oraan
to be examined. A physician may be interested in a particular section of the colon
likely 10 develop polyps. The physician can view a two dimensional slice overview
map to indicate the section to be cxamined. A starting point and finishing point of &
path to be viewed can be indicated by the physician/operator. A conventional
computer and computer interface (£.8., keyboard, mouse or spaceball) can be used to
designate the portion of the colon which is to be inspected. A grid system with
coordinates can be used for keyboard entry or the physician/operator can “click” on
the desired points. The entire image of the colon ean alse be viewed if desired.

Step 107 performs the planned or guided navigation operation of the
virtual organ being examined. Performing a guided navigalion operation is defined as
navigating through an environment alung & predefined or automatically predeiermined
(light path which can be manually adjusted by an operator at any time. After the scan
data has been converied to 3D voxels, the inside of the crgan must be (raversed from
the selected start to the selceted finishing point. The virlual examinetions is modeled
ort having a tiny camera traveling through the virtual space with a lens pointing
towerds the finishing point. The guided navigatien (echnique provides a level of
interaction with the camera, so that the camera can nuvigate through a virmal
environment zutomatically in the case of no operator interaction, and at the same time,
allow the vperator lo manipulate the camera when necessary. The preferred
embodiment of achicving guided navigation is ta use a physically based camera model
which employs potential fields to contral the movement of the carera and which arc
described in detail in Figs. 2 and 3.

Step 109, which can be perlormed concurrently with step 107, displays

the inside of the organ from the viewpoint of the camera model along the selected
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pathway of the guided navigation operation. Three-dimensional displays can be
generated using techniques well known in the art such as the marching cubes
techpique. However, in order to produce a real time display of the colv, a technique
is required which reduces the vast number of computations of data necessary for the
display of the virtual organ. Pig. 9 describe this display step in more detail,

The method described in Figure ! can also be applied to scanning
multiple organs in & body &t the same time. For example, a patient may be examined
for canccrous growths in both the colon and lungs. The method of Figure 1 would be
modified to scan all the arcas of interest in step 103 and 1o select the current organ to
be examined in step 105, For example, the physician/operator may initially select the
colon to virtually explore and fater explore the linp. Alternatively, two different
doclots with different specialties may virtually explore different scanned organs
sclating to their respective specialtics. Fellowing step 109, the next organ to be
examined is sclecied and its portion will be defined and explored. This continues
until all argans which need exarmination have been processed.

The steps described in conjunction with Figure 1 cun also be applied 10
the exploration of any object which can be represenied by volume elements. For
example, an architectural struciure or inanimate object car be represcnted and
explored in the same manner.

Figure 2 depicts a "swbmaring” camera control model which performs
the guided navigation 1echnique in step 107, When there ts nw operator control during
guided navigation, the default navigation is similar 1o that of planned navigation
which automatically directs the camera along a (Jight path from one selected end of
the colon to anolher. During the planned navigation phase, the camera stays at the
center of the colon for obtaining better views of the colonic surface. When an
interesting region is encountered, the operator of the virtual camera using puided
navigation can interactively bring the camerz close to a specific region and direct the
motion and angle of the camera to study the interesting area in detail, without
wwillingly colliding with the walls of the colon. The operator can contre) the camerz
with a standard interface device such as a keyboard, mouse or non-standard device

such as a spaceball. In order to fully operate 2 camera in a viriual enviropment, six
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degrees of freedom for the camera is requited. The camera must be able 1o move in
the horizontal, verticzl, and Z direction {axes 217), as well as being able to rotate in
another three degrees of frecdom (axes 219} to allow the camera to move and scan all
sides and angles of a virtual environment. The cemera model for puided navigation
5 includes an inextensible, weightless rod 201 conneetiog twe particles x, 203 and %,
205, both particles being subjected 10 a potential [ield 215. The potential field 15
defined to be highest at the walls of the organ in order to push the camera away from
the walls.
The positions of the particles are given by x, and x,, and they arc

10 assumed to have the same mass m. A camena is allached at the head ol the submarine
%, 203, whose viewing dircetion coincides with x;x,. The submarine can perform
translation and rotation around the center of mass x of the mode) us (he twe particles
are affecied by the forces from the potential Held V¢ which is defined below, any
friction forces, and any simulated external force. The relations between x|, x5, and x

15 are as follows:

x = (3,
r = {rsindcose,rsintsing reosd),
3 = xtr,

X, = X-r, {1}

20
where 1, 8 and ¢ are the polar coordinates of the veetor xx,.
The kinetic energy of the model, T, is defined as the summation of the kinetic

energies of the movements of X, and x,:

m,.
T = 5(’2? +%3)
= mx’ +m?

= m(z? + gt + %) + mri{@ + PFand), (2

Then, the equations for the molion of the submarine mode! are

23 obtained by using LaGrange's equation:
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where the q,5 are the gereralized coordinates of the model and can be considered as

the variabics of time £ as:
(g1s Q2 4as Q15 26, 00} = {®2 9, %, 9,45;"[’) = q(f), (4

wilh i denoting 1he roff angle of our camera systern, which will be explained later.
The Fis are called the generalized forces. The control of the submarine is performed

by applying a simulaled extemal force to x,,

F:et = (Fm Fm Fl)!

and it is assumed that both x, and x, are affected by the forees fran: the potential field
and the frictions which act in the opposite direction of cach parti¢le’s velocity. Conse-

quently, the generalized forees are formulated as [ollows:

F, = —mVV(:Q) — ki) + Foagg,
F, —mVV(x;) — ke, (8)

where k denotes the frietion coefficient of the system. The exiemal force Fy, is
applied by (he operater by simply clicking the mouss buiton in the desired divection
207 in the generied image, as skown io Figure 2. This camera model would then be
maved in thal direction. This allows the operatar to contro] at least five degrees ol
freedem of the camera with only a single click of the mouse buiton. From Equations
(2), (¥ and {5), it can be derived that the accelerations of the five parameters of pur

snbmarine model as:
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_ _1 3=y ﬂv[x,) k:'e Fe
- 3[ Ba T Ba T 2m
= _ 1 EVixy) BV(J: ) ky F,
§ = 2(—8y +—T’)-;+ﬁ.
R
i = ¢ sinscoss
———(r.os 19{24195(81{(::1') EV(X;)] +sin (BV(X;) aV(x;))}
—sin D(ﬂV(xl) BV(xg) BVix)y,
-;ﬁ-i-m(F,cmScm¢+F,cosBsin¢—F.s'mé‘),
P o= ohlaideons
1, BV 1 -1
__{ !mé(BV(x) BV(::-;])+ sl 5(;:) BV(x ))}
-;¢Iin$+ ﬁ(_F‘ tin & + Fy cos #)), (6)

where x  and X denole the (rst and the second derivative of %, respectively, and

[Bv(x) avix) Bvix)

,— denotes the gradient of the potential at 2 point x.
ax &y dz

The terms $2sindcosé of § and 7_201131_%58_ of & are calied the
S1TY

centrifugal force and the Coriolis force, respectively, and they are concerned with the
exchange of angular velocities of the submarine. Since the mode] does not have the
moment of inertia defined for the rod of the submarine, these tetms tend to cause an

overflow of the numeric calewlation of . Fortunately, these terms hecome significant
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only when the aogular velocities of the submarine mode) are significant, which
essentially means that the camera moves oo fast. Since it is meaningless 1o allow the
cantera to move so fast because the organ could not be properly viewed, hose lerms
are minimized in our implementation to avoid the overflow problem.

From the first three formulas of Equation (6). it is known that the
submarine cannet be propelled by the external forea against the potential field if the
following condition is satisfied:

VV(x1) + YV(xa)l > !F—;"l'
Since the velocity of the submarine and the external force F,,, have upper limits in our
implementation, by assigning sufficiently high potential values at the boundary of the
objects, it wan be puarantesd thal the submarine never bumps against the objects or
walls in the environment.

As mentioned previously, the rolf angle v of the camera systern needs
10 be considered. Ohne possible option allows the operator fall control of the angle .
However, although the operator can rofate the camera freely around the rod of the
moadel, he ar she can easily become disoriented. The preferred technique assumes that
the upper direction of the camera is connected 10 a pendulum with mass me; 301,
which rotales freely around the rod of the submarine, as shown in Figure 3. The

direction of the pendulum, r,, is expressed as:

T3 = Tzfcos 8 cos dein 4 + sin b oos g, cos O sin dain 1 — cos doos ¢, —sin dsin B

although it is possible to calculate the accurate movement of thiy pendulum along
with the movement of the submarine, it makes the system eguations too complicated.
Therefore, it is assumed that all the generalized coordinates except the rolf angle y are

comstants, and thus define the independent kinetic energy for the pendulum system as:
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This shplifics the modzl for the roll angle. Since it is assumed in this model that the

gravitational force

F, = mag = (Maga, Magy, Mag:)

acts al the mass point nr, the acceleration of y can be derived using LaGrange's

eqguation as:

aj} = rl{g,(cos f cos ¢ eosyp — sin $sin ¢)
2
+g,(cos P sin ¢reosp + cos drin )
+g.(—stnfcash)} — m&‘b {7)
2.

From Lquations (6} and {7}, the generalized

coordinates g(t) and their derivatives q{t} are calculated asympiotically by using

Taplor series as:

a(f+ i)
alt+ k)

alt) + Bt + 2-a(t) + O,
4(6) + (6 + O,

1o freely move the submarine. To smooth the submaring's moticn, the troe step b is
selected as an equilibrium value between being as small as possible to stnooth the

motion but as large as necessacy to reduce computation cost.
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inition of the Potential Field

The potential field in the submarine nrodel in Figure 2 defines the
boundaries {walls or other matter} in the virtual organ by assigning a high potential to
the boundary in order 1o ensure that the submarine camera does not collide with the
walls or ather boundary. If the camera model is attempied to be moved into a bigh
potential area by the operator, the camera model will be restrained ffom doing so
unless the operator wishes to examine the organ behind the boundary or inside &
polyp, for example. In the case of performing a vinual colonoscopy. a potential field
value is assigned 1o each piece of volumetric eolon data (velume element). When a
particular region of interest is designated in step 105 of Fig. 1 with a start and finish
point, the voxels within the sclected area of the scanncd colen are identificd using
conventional blocking operations. Subsequently, 2 potential value is assigned Lo every
voxe! 3 of the selected velume based on the following three distance values: the
distance from the (imshing point di(x), the distance {rom the colen surface ds(x) and
the distance from the center-line of the colon space de(x). dt(x} is calculated by using
a convenlional growing strategy. The distance from the colon surface, ds(x), is
computed using a conventionzl tectmique of growing from the surface voxels inwards.
“To determine de(x), the center-line of the eolon from the voxel is first extracted, and
then defx) is computed vsing the convenlional growing stralegy from the center-line
of the colon.

To calculate the center-line of the selected colen area defined by the
user-specified start point and the user-specified finish point, the maximum valuc of
ds{x) is located and denoted dizax. Then for each voxcl inside the area ol interest, a
cost value of dmex - ds{x) is assigned. Thus the voxels which are glose to the colon
surface have high cost values and the voxels ¢lose to the center line have clatively
low cost values. Then, based on the cost assippment, the single-source shortest path
technigue which is well known in the art is applied to efficiently compute & minimury
cost path from the sowce point to the finish point. This low cost line indicates the
center-line or skeleton of the colon section which is desired to be explored. This

technique for delermining the center-line is the preferred technigue of the invention.
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Ta compute the potential value V{x} for a voxel x inside the area of

interest, the following formula is employed:

Vix) = Crde(x)" + Cz(m)'", (8)

where C), C,, p and v are constants chosen for the task. In order to avoid any
cellision betwoen the virtual camera and the virtual colonic surface, a sufficiently
large potential value is assigned for all poims outside the colon. ‘The gradient of the
potential field will therefore become so significant that the submarine medel camera
will never collide with the colonic wall when being run.

Another technique to determine the center-line of the path in the colon
is called the "peel-layer" teehnique and is shown in Figure 4 through Figure 8.

Figure 4 shows a 2D cross-section of the volumetric colen, with the
1wao side walls 401 and 402 of the colon being shown. T'wo blocking walls are
selected by the operator in order to define the section of the colon which is of interest
1o cxamine. Nothing can be viewed beyond the blocking walls. This helps reduce the
number of computations when displaying the virtual representation. The blovking
walls together with side walls identify a contained volumetric shape of the colon
which is to be explored.

Figure 5 shows two end points of the flight path of the virtual
examination, the start valume element 501 and the finish velume ejement 503, The
start and finish points are selected by the operator in step 105 of Fig. |. The voxels
between the start and finish points and the colon sides arc identified and marked, as
indicated by the area designated with "x"s in Fig. 6. The voxels are 1hree-dimensional
representations of the picture element.

The peel-layer technique is then applied to the identificd and marked
vouels in Fig. 6. The owtermost Juyer of all the voxels {closest to the colon walls) is
peeled off step-by-step, until there is only one inner layer of voxels remaining. Stated
differently, each voxel furthest away from a center point is removed if (he removal

does not lead 1o a disconnection of the path between the start voxel and the finish
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voxel. Figure 7 shows the inermediate result after a number of irerations of peeling
{he voxels in the virtual colon are complets. The voxels closest t the walls of the
colon have been removed. Fig. 8 shows the final flight path for the camera model
down the center of the colon afier all the peeling iterations are complete. This
produces essentially a skeleton at the center of the colon und becomes the desired

flight path for the camera model.

Z- Buffer assisted visibility

Figure 9 describes a real time visibility technique to display of virtual
images seen by the camera model in the virtual three-dimensional volume
representation of an argan. Figure @ shows a display technique vsing 2 modified 2
buffer which corresponds to step 109 in Fig. 1. The number of voxels which could be
posaibly viewsd from the camera model is extremely large. Unless the total nomber
of elements (or polygons) which must be computed and visualized is reduced from an
entire set of voxels in the scanned environment, the overall number of compwations
will make the visualization display process exceedingly slow for a large intemnal area.
Hiowever, in the present invention only those images which are visible on the celon
surface need to be computed for display. The scanned eovironment can be subdivided
into smaller sections, or cells. The Z buffer technigue then renders only a porton of
the cells which are visible from the camera. The 2 budTer technique is also used for
three-dimensional voxel representations. The vse of a modifted Z buller reduces the
number of visible voxels to be compoted and allows for the real time examination of
the virtual colon by a physician or medical techrician.

The area of interest from which (he cenler-line bas been calculated in
step 107 is subdivided into cells before the display 1echnique is applied. Cells are
collective groups of voxels which become a visibility unit. The voxels in each cell
will be displayed as a group. Each cefl contains a number of portals through which
the other cells can be viewed. The colon is subdivided by beginning ai the selected
start point and moving alony the center-line 1001 towards the finish point. The calon
is then partitioned into cells (for example, cells 1003, 1005 und 1007 in Fig. 10) when
& predefined threshold distanee along the center-path is reached. ‘The threshold
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distance is based upen the specitications of the platform upon which the visualization
technique is pecformed and its capabilities of storage and processing, The cell size is
directly related to the number of voxels which can be stored and processed by the
platform. One example of a threshold distance is Sem, although the distance can
greatly vary. Each cell has two cross-sections as porlals for viewing outside of the
cell ag shown jn Fig. 10,

Step 901 in Fig. 9 identifies the cell within the selected organ which
currently contains the camera. The current cell will be displayed as well as all other
cells which are visible given the orientation of the camera. Step 903 builds a stab tree
{tree diagram) of hierarchical data of potentially visible cells from the camera
{through defined portals), 2s wil) be described in further detail hercichelow, The stab
trec contains a nede for every cell which may be visiblz to the camera. Seme of the
¢ells may be transparent without any blocking bodics present so that more than one
cell wiil be visible in 2 single direction. Step 905 stores a subset of the voxels from a
cel} which include the intersection of adjoining cell edges and stores them #t the
outside edge of the stab tree in order to more efficiently determine which cells are
visible.

Step 907 cheeks if any loop nodes are present in the siab tree. A loop
node oceurs when two or more edges of a single cell both border on the same nearby
cell. This may occur when a single cell is surrounded by another cell. 1z loop node
is identilied in the stab tree, the method continues with siep 909, 1If thete Is no loop
node, the process goes to step 911

Step 909 collapses the two cells making up the luop node into one
large node. The stab tree is then corrected accordingly. This eliminates the problem
of viewing the same cell iwice becavse of a ioop node. The siep is performed on all
identified loop nodes. The process then continues with siep 911.

Stcp 911 then initiates the Z-buffer with the largest Z value. The £
value defines the distance away from the camera along the skeleton path. The tree is
then traversed to first check the intersection values al sach node. IMa node
inlersection is covered, meaning that the current porlal sequence is occluded (which is

determined by the Z buffer test), then the traversal of the current branch in the trec is
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stopped. Step 913 traverses each of the branches to check if the rodes are covered
and displays them if they are not.

Step 915 then constructs the image 1o be displayed on the operator's
screen from the volume elements within the visible cells identified in step 913 using
one of a variely of techmiques known in the ant, such ag volume rendering by
compositing. The only cells shown are those which are identificd ag potentially
vigihle. This technique limits the number of cells which requires calculations in order
Lo achieve a real time display and correspondingly increases the speed of the display
for beuter performance. This technique i5 an improvement over prior techniques
which calculate all the possible visible data points whether or not they are actually
viewed.

Figure 11A is a two dimensional pictorial representation of an organ
which is being explored by guided navigation and needs to be displayed Lo an
eperator, Organ 1101 shows two side walls 1102 and an object 1105 in the center of
the pathway. The organ has been divided into [our cells A 1151, B 1153, C 1155 and
D 1157, The camera 1103 is tacinp towards ceil D 1157 and has a field of vigjion
defined by vision vectors 1107, 1108 which can identify a cone-shaped field. The
cells which can be potentially viewed are cells B 1153, C 1155 and D 1157. Cell C
1135 is completely surrounded by Cell B and thus constiudes a node loep.

Fig. 111 is & representation of a stab tree built from the cells in Fig,
11A. Node A 1149 which contains ihe camera is at the root of the tree. A sight line
or sight cone, which is 2 visible path without being blocked, is drawn to nade B 1110,
Mode B has direct visible sight lines to both node C 1112 and node D 1114 and which
15 shown by the connecting arrows. The sight ling of node C 1112 in the direction of
the viewing camera combines with node B 1110. Node C 1112 and node B 1110 will
thus e collapsed into ane large node B' 1122 as shown [n Fig. 11C.

Fig. 11C shows node A 1102 containing the camera adjacent to node B'
1122 {containing botk nodes B and node C) and node D 1114. The nedes A, B'and D
will be displayed \ least partially 1o the operator.

Figs 12A - 12E illustrate the use of the madified 7 bulTer with vells

thai contuin objects which obstruct the views. Ao object could be some wasle
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material in & portion of the virtua) colon. Fig. 12A shows a viral space with

0 potential cells: A 1251, B 1253, C 1255, D 1257, £ 1259, I 1261, G 1263, H 1265,
11267 and J 1269. Some of the cells contain cbjects. 10 the camera 1201 is
positioned in call [ 1267 and is facing toward cell F 1261 as indicated by the vision
veeters 1203, then a slab tree is generated in accordance with the weehque illustrated
by the flow diagram in Fig. 8. ¥ig. 12B shows the slab tree generated with the
intersection nodes showing for the virtual representation as shown in Fig. 12A Fig.
121 shows cell | 1267 as the root node of the tree becruse it contains the camera
12¢1. Mode 1 1211 is pointing 1o node F 1213 (as indicated with an arrow), becausc
cell F is directly connected to the sight line of the camera. Nade F 1213 is pointing 1o
both node B 1215 and node E 1219. Node B 1215 is pointing to node A 1217, Node
C 1202 is completely blocked from the ling of sight by camera 1202 so is not included
in the slab tree. ‘

Tig. 12C shows the stab tree after node 1 1211 is rendered on the
display for the operator. Node 1 1211 is then removed from the stab tree because it
has already been displayed and node F 1213 becomes the rool. Fig. 12D shows that
node ¥ 1213 13 now rendered to join node [ 1211, The next nodes in the wee
connected by arrows are then checked to see if they arc alrcady covered (already
processedl. In this example, all of the intersected nodes from the camera positioned
in csll 1 1267 has been covered so that node B 515 {and therefore dependent node 4)
do not need to be rendered on the display.

Fig. 12F shows node E 515 being checked to determine if its
intersection has been covered. Since it has, the only rendered nodes in this example
of Figure 12A-12E are nodes [ and F while nodes A, B and E are nol visible and do
not need to bave their cells prepared to be displayed.

The meditied Z buffer technique deseribed in Figure 9 allows for fewer
vomputations and can be applied to an objcet which has been represented by voxels or
other data elements, such as polygons.

Figure 13 shows a two dimensional virmual view of a colon with a large
polyp present along one of its walis. Figure 13 shows a selected section of a patient's

colon which i3 to be examined further. The view shows two colon walls 1301 and
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1303 wilh the prowth indicated as 1303. Layers 1367, 1309, and 1311 show inper
Jayers of the prowth. It is desirable for a physician to be able w peel the layers of the
polyp or tumor away te look inside of the mass for any cancerous or other harmlul
maicrial. This process would in effect perform a virtual hiopsy of the mass without
actually cutting inte the mass. Onee the colen is represented virtually by voxels, the
process of peeling away layers of an object is easily performed in a similar manner as
deseribed in conjunetion with Figs. 4 through 8 The mass can also be sliced so thata
particular cross-section can be examined. In Fig. 13, a planar cut 1313 can be made
so that a particular portion of the growth can be examined. Additionally, a user-
defined slice 1219 <an be made in any manaer io the growth, The voxels 1319 can
either be peeled away or modified as explained below.

A transter lunetion can be perfonmed to cach voxel in the area of
intercst which can make the object transparent, serni-transparent or epaque by altering
coefficients representing the translucently for each voxel. An opacity cosfficient is
assigned to each voxel based on its density. A mapping function then transforms the
density valug lo 2 coefficient representing its iranslucency. A high density scanned
voxel will indicate either a wall or other dense maiter besides simply open space. An
operator or program routine could then change the opacity coefficient of a voxel or
group of voxels i¢ make them appear transparent or semi-transparent 1o the submarine
camera madel. For cxample, ag operator may view a tumor within or outside of an
entire growth, Or a ransparen voxel will be made to appear as if it is not present for
the display step of Iigure 9. A composile of a section of the object cun be created
using a weighted average of the opacity coelficients of the voxels in that sccrion.

If a physician desires (o view the various layers of' a polyp to leok fora
cancerous areas, this can be performed by removing the cuter layer of polyp 1305
vielding a first layer 1307. Additionally, the first mner layer 1307 can be stripped
back to view second inmer layer 1309. The second mnex layer ¢an be stripped buck to
view third inner layer 1311, ewe. The physician could alsw slice the polyp 1305 and
view only thase voxels within a desired section. The slicing area can be completely

user-defined.
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Adding an opacity coefficient can also be used in vther ways to aid in
the exploration of & virtual system. If wastc material is prescat and has a density as
other properties within a certain known range, the waste can be mads transparent to
the vinual ¢amera by changing its opacity coelficient during the cxamination. This
will allow the patient to avoid ingesting a bowel cleansing agent before the procedure
and make the examination faster and essier. Other objects can be similarly made to
disappear depending upon the actval application. Addiienally, some objects like
polyps could be enhanced elecironically by a contrast agent followed by a use of an
appropriate transfer functian.

Figure 14 shows a system for performing the virtual examination of an
object such as a human organ using the techniques described in this specifieation.
Patient 1481 lies down on a plattorm 1402 while scanning device 1405 scans the arca
that contains the organ or organs which arc to be examined. The scanning device
1403 contains a seanning portien 1403 which actually takes images of the patient and
an eleceronics portion 1406. Elecironics portion 1406 comprises an intertace 1407, a
cenlral provessing unit 1409, a memory 1411 for temporarily storing the scanning
data, and a second interface 1413 for sending data to the virtual navigation platform.
Tnierface 1407 and 1413 could be included in a single inierface component or could be
the same component. The componens in portion 14046 are conrected together with
conventional connectors.

In system 1400, the data provided from the scanning portion of device
1403 is transferred to portion 1403 for processing and is slored in memory 1411,
Central processing unit 1409 converts ihe scanned 2D data ta 3D voxel data and
stores the results in anather portion of memory 14) 1. Alernarively, the converted
data could be directly sent io interface unit 1413 to be transicrred to the virtual
navigalion terminal 1416. The conversion of the 2T) data could also ake place a1 the
virtual navigation terminal 1416 after being transmitted from interfuce 1313, In the
prefesred embodiment, the converted data is transmitted over carrier 1414 to the
virtual navigation terminal 1416 in erder for an operator o perform the virtual

examination, The data could also be transporied in other conventional ways such as
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storing the datz on 2 storage mediwm and physically transporting it to terminal 1416 or
by using satellite transmissions.

The scanned data may not be converted fe its 31 representation unfil
the visualization rendering engine requires it to be in 3D form. This saves
computations! steps and memory storags space.

Virtual navigation lerminal 1416 includes a screen for viewing the
virtual organ or other scanned image, an electronics portion 1415 and interface control
1419 such as a keyboard, mouse or spaceball. Electronics portion 1415 comprises a
imerface port 1421, & central processing unit [423, other compoenents 1427 necessary
1o run the terminal and 2 memory 1425, The compenents in terouinal 1416 are
connected together with conventional connectors. The converted voxel dats is
received ininterface port 1421 and stored 1o memory 1425, The central processor
unit 1423 then assembles the 3D voxels into a virtual representation and runs the
submarine camera model as described in Figures 2 and 3 to perform the virtual
examination. As the submarine camera iravels through the virtual organ, the visibility
technique as desceribed in Figure 9 is used to compute only those areas which are
visible from the virtual camera and displays them on screen 1417, A graphics
accelerator can also be used in generating the represcniations. The operator can use
interface device 1419 to indicate which portion of the scanned body is desited 10 be
explored. The interface device 1419 can further be used to control and move the
submarine camera as desired as discussed in Figere 2 and jts accompanying
deseription. Terminal portion 1415 ¢an be the Cube-4 dedicated system box,
generally available from the Department of Computer Science at the State University
of New York at Stony Brook.

Scanning device 1403 and terminal 1416, or parts thereof, can be part
of the same unil. A single platform would be used to receive the scan image daia,
connecl it to 3D voxels if necessary and perform the guided navigation.

An important feature in systen 1400 is that the vistual organ can be
examined at a later time without the presence of the patient, Addittonally, the virtoal
examination conld iake place while the patient is being scanned. The scan data can

also be sent to multiple terminals which would allow more than cne dector to vicw
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Ihe inside of the organ simultancously. Thus a doctor in New York could be looking
at the same portion of a patient's organ at the same time with a doctar in Californiz
while discussing the case. Alternatively, the data can be viewed at different times.
Twa or mors doctors could perlomm their own examination of the seme datain a
difficult case. Multiple virtual navigation terminals could be used to view the same
scan daia. By reproducing the orger as 2 virlual organ with a discrete sel af data,
there are a multitude of benefits in areas such as accuracy, cost and possible data
mampulations.

The above described techniques can be (urther enhanced in virtual
colonoscepy applications through the use of an improved electronic colon cleansing
technigue which employs siodified bowel preparstion operations followed by image
segmentation operations, such that fluid and stool remaining in the colon during a
computed tomegraphic {C17) or magnetic resonance imaging (MR1) scan can be
detected and remeved from the virual colonoscopy images. Through the use of such
lechriques, conventional physical washing of the colon, and its associated
inconvenience and discomlort, is minimized or completely avoided.

Referring to Figure 13, the first step i electronic colon cleansing is
bewel preparation {step 1510), which takes place prior to conducting the CT or
magnetic resonance imaging (ME1) scan and is intended to create a condition where
tesidual stool and fluid remaining in the colon present significantly different image
properties from that of the gas-filled colon interior and colon wall. An exemplary
bowel preparation operation includes ingesling three 250 cc doses ef Barium Sullate
suspension of 2.1 % W/V, such as manufaciured by E-Z-EM, Inc_,of Westbury, New
Yerk, during the day prior the CT or MRI scan. The three doses should be spread ot
over the course of the day and can be ingested along with tdwee meals, respectively.
The Barium Sulfate serves to enhance the images of any stool which remains in the
colon. In addition to the intake of Darium Sulfate, fluid imake is preferably incrensed
during the day prior to the CT or MRI scan. Cranherry juice is known to provide
inereaged bowe! fluids and is preferred, although water can also be ingested. In both
the evening prior to the CT scar and the moming of the CT scan, 60 ml of a

Diatnizoate Meglumine and Diazirizoaie Sodium Solwion, which is commercially
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svailable as MD-Gastroview, manufactured by Mallinckrodt, inc. of St Louis,
Missouri, can be consumed to enhance image properties of the colonic fluid. Sodium
phosphate can also be added to the selution to liquidize the stool in the colon, which
provides for more upiforrn enhancement of the eolonie fuid and residual stool.

The above described exemplary preliminary bowel preparation
operation can obviate the need for conventional colomie washing protocols, which can
call for the ingestion of a gallon of Golytely solution prior 1o a CT scan.

Just prior to conducting the CT s¢an, an intravenous injection of I 1ol
of Glucagon, manufactured by Ely Lily and Company, of Indiznapolis, Indiana can b
edministered to minimize color collapse. Then, the colon can be inflated using
approxhmately 1000cc of compressed gas, such as C0,, or room air, which cin be
introduced through a rectum wibe. At this point, & conventonal CT scan is performed
Lo auquire data [rom the wgion of the colon {step 1520). For cxample, data can be
zcquired using a GLE/CTI spiral mode scanner operating in a helical mode of Smm,
1.5-2.0:1 pitch, reconstructed in | mm slices, where the pitch s adjusted hased upon
the patient’s height in 2 known manner. A rouline imaging protoce] of 120 kVp and
200-280 ma can be utilized for this operation. The data can be acquired and
recenstructed as 1mm thick slice images having an array sive of 512x512 pixels in the
field of vizw, which varies from 34 to 40 cm depending on the patient’s size. the
number of such slices generally varies under (hese conditions from 309 to 450,
depending on the patient’s height. The image data sei is converted to volume
elements or voxels (step 1530).

Image segmentation can be performed in 2 number of ways. In one
present method of image segmentation, a local neighbor technique is used (o clussify
voxels of the image data in accordance with similar intensity values. In this methed,
each voxel of an acquired Jmage is evaluated with respect to a group of ncighbor
voxels. The vaxel of interest is referred to as the central voxel and has an associated
intensity value. A classification indicator for each voxel is established by comparing
the value of the central voxe! to each of its neighbors. I( the neighbor has (he same
value as the central voxel, the value of the classification indicater is incremented.

Iawever, if the neighbor has a different value from the central voxel, the
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classification indicator for 1he central voxel is decremented. The central voxel is then
classified to that caregory which has the maximum indicator value, which indicates
the mosl uniform reighborhoed among the loval neighbors. Cach classification is
indicative of z particular intensity range, which in turn 13 representative of one or
more material types being imaged. The method can be further enhanced by
employing a mixture probahility function to he similarily classifications demived.

An alternate process of image segmentalion is performed as two rajor
operalions: low level processing and high level feature extraction. During low level
processing, reprions outside the body contour are eliminated fram further processing
and voxels within the body contour are roughly categorized in accordance with well
defined classes of intensity characteristics. For example, a CT scan of the abdominal
rcgion generates a data set which tends (o exhibit a well defined intensity distribution.
The graph of Figure 16 illustrates such an intensity distribution as an exemplary
histogram having four, well defined peaks, 1602, 1604, 1506, 1608, which can be
clagsified according to intensity thresholds.

The voxels of the abdominal CT data sct arve roughly classified as four
clusters by intensity threshoids (step 1540). For example, Cluster 1 can include
voxels whose intensities are below 140, This cluster generally corresponds 1o the
lowest density regions within Lhe inlerior of (he gas filled colon. Cluster 2 can include
voxels which have intensity values in excess of 2200. These intensity values
correspond to the enhanced stool and fluid within the eolon as well as bone.  Cluster
3 can include voxels with intensities in the range of about 200 w about 1080. This
intensity range genecally represents soft tissues, such as fat and muscle, which are
unlikely to be associated with the colon. The remaining voxels can then be grouped
together as cluster 4, which are likely to be associated with ihe colon wall (including
mucosa and purtial volume mixtures around the colon wall) as well as lung tissuc and
soft bones.

Clusters 1 and 3 arc not particularly valuable in jdentifying the colon
wall and, therefore are not subjeet to substantial processing during image
segmentation procedures for virtual colenoseopy. The voxels assecizted with cluster

2 are important for segrepating stool and (luid from the colon wall and are processed
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further during the high-level feature extraction operations. Low level processing is
concentrated on the fourth cluster, which has the highest likelihood of comresponding
1o colon tissus (step 1550),

For cach voxel in the fourth cluster, an intensity vector is gencrated
uging #tsel{ and its neighbers. The intensity vector provides an indication of the
change in intensity in the neighborhood proximate a given voxel. The number of
neighbor voxels which are used to establish the intensity vecior is not critical, but
involves a tradeof! between processing overhead and accuracy. For example, a simple
voxel intensity vector can be established with seven (7) voxets, which includes the
voxel al tntercst, its front and back neighbors, its left and right neighbors and its top
and bottom neighbers, all sumeunding the voxel of interest on three mutually
perpendicular axcs. Figure 17 is a perspective vicw illustrating an exemplary intensity
veetor in the form of & 25 voxe! intensity vector model, which includes the selected
voxel 1702 as well as its first, sceond and third order neighbors. The selected voxel
1702 is the central potnt of this model and is referred to as the fixed voxel. A planar
slice of voxels, which includes 12 neighbors on the same plane a5 the fixed voxel, is
referred Lo as the fixed slice 1704, On edjacent planes to the fixed slice are two
nearest slices 1706, having five voxels cach. Adjacent to the tirst ncarest slices 1706
are bwo second nearest stices 1708, each having a single voxel. The collection of
intensity vectors for cach voxel in the fourth cluster is refereed to as a local vecior
sefies

Because the data ser for an abdominal image generally includes more
than 300 slice imagcs, each with a 512 x 512 voxel array. and each voxel having an
associaled 25 voxel local vector, il is desirable to perform feawre analysis (step 1570)
on the local vecior series to reduce the computational burden. One such feature
analysis iy a principal component analysis (PCA), which can be applied to the local
veotor series to determine the dimension of a feature vector series and an orthogenal
transformation matrix for the voxels of ¢lusler 4,

Tt has been found that the histogram {Figure 16) of the CT image
intensitics tends to be farly constant from patient to patient for a particular scanner,

given equivalent preparation and scanning parameters. Relying on this observation,
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ar orthegonal transformation matrix can be established which is a predetermined
matrix determined by using several sets of fraining dala acquired using the same
seanner under similar conditions. From this date, a transformation matrix, such as &
Karlhunen-Loéve (K.-L.) transfonmation, can be generated in a known manaer. The
transtormation matrix is applied to the local vector series Lo generate feature vector
series. Once in the feature-vector space domain, vecior quantization techniques can
be used to ¢lassify the feature vecior series.

An analytical, self-adaptive algerithr can be used for the classification
of the feature vectors. In defimng this algorithm, let {X,eR%i = 1,2,3,... N} be the
serics of the featurc vectors, where N is the number of [eature vectors; K denoles the
maximum number of classes; and T is a threshold which is adaptive 1o the data set.
Tor each class, a representative glemeny is generated by the algorithm, Leta, bea
represemative element of class k imd n, be the number of Feature vectors in that class.

The algorithm can then be outlined as:

1. Set n,=1;a =X ;K=1;

2. obtain the class number  and class parameters [a,, n,)
for (=1 i<N; i++)
for {F=1; 3<K; 7++)
caloulate = dist(X,.a,);
end for
index=are tnin d;;

it {1}

dndex

<M ior (K=K}

update class parameters:

1
FindecT a1 B ngen® B g i)
index
T gux " Pinen t15
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end if
else
generate new class
i .q 7 Xt
ooy
K = K+1;
5 end else
end for
3 label each feature veoetor to a class according to the nearest neighbor rule

for (i-1;i<i;i++}

for (j=1; 7<K; 7++)

10 caleulate d, =dist(X,,a,);

end for

tndex = arc min 4,

label voxel § 1o class index.

end for

15 In this algorithm, disi/x,y) is the Euclidean distance betwoen vector x

and p and are min d, gives the integer j which realizes the minimum value of g,

The above described algorithm is dependent only on the parameters T

and K. However, the value of K., which relates to the number of ¢lasses within eacl

voxel clusier, is not critical and can be set to a constant value, such as K=18.

20 However, T, which is the vector similarily threshold, greatly influences the

classification results. If the selected value of T is tao Targe, only a single class will be

generated. On the other hand, if the value of T is too small, the resulting classes will

exhibit undesirable redundancy. By setting the value of T 1o be equal to the maximum

componexnt variance of the feature vector series, the maximum oumher of distinct

25 classes results.
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As a result of the injnal ¢lassification process, each voxel within the
selected cluster is assigned to a class (step 1570). In the exemplary case of virtua)
colonuscopy, there are several classes within cluster 4. Thus, the next lask is to
determine which of the several classes in ¢luster 4 corresponds to the colon wall. The
first coordinale of the lesture veclor, which is that coordinate of the feature vector
exhibiting the highest variance, reflects the information of the average of the 3D Incal
voxel intensities. The remaining coordinates of the feature vector contuin the
information of directional intensity change within the local neighbors. Because the
colon wall voxels for the interior of the colon are penerally in clase proximity o the
pas voxels of clusier 1, a threshold interval can be determined by data samples
selected from typical colon wall intensities of a typical CT data sct to roughly
distinguish colon wall voxel candidates. The particular threshold value is selecred for
each particular imuging protocol and device. This threshold interval can then applicd
to all T data sets (acquired from the same machine, using the seme imaging
protocel). If the fisst coordinate of the representative element is located in the
threshold interval, the correspording class is regarded as the colon wall class and all
vorels in that class are labeled as colon wall-like voxcls.

Fach colon wall-like voxel is a candidate to be a colon wall voxel.
There are three possible outcomes of not belonging to the colon wall. The first case
relates to vaxels which arc close 10 the swol/liquid inside the colon. 1hie second case
oceurs when voxcls are in the lunyg tissue regions. The third case represents mucosa
voxels. Clearly then, low level classification carries a degree of classification
uncertainty. The causes ol the low-level classification uncerainty vary. For example,
a pariial-volume effect resulting from voxels comaining more than one malerial type
(3.2., fluid and colon wall) leads 1o the first case of uncertainty. The second and the
third cases of uncertainty are duc to both the partial volume effect as well as the low
contrast of CT images. To resolve the uncertainly, additional information is needed.
Thus, a high-level feature extraction procedure Is used in the pressat method o
further distinguish candidates for the colon wail from other calon wall-like voxels,

based on a priori anatomical knowledge of the CT images (step 15800,
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An initial step of the high-level feature exiraction procedure can be (0
eliminate the region of lung tissue from the low-level classification resulis. Figure
13A is an exemplary slice image clearly illustrating the lung region 1802, The lung
region 1802 is identifiable as a gencrally contiguous three dimensional volume
enclosed by colon wall-like voxels, as illusirated in Figure 18B. Given this
characteristic, the lung region can be identified using a region growing stralegy. The
[irst step in this technique ig to find p seed voxe! within the region of growing.
Preferably, the operator performing the CT imaging scan sets the imaging range such
that the top most slice of the CT scan does nol contain any calon voxels. As the
interior of lung should be filled with air, the seed is provided by the low-level
classification simply by selecting an vir voxel. Once the lung region outline of Tigure
188 is determnined, (he lung volume can be removed from the image slice (Figure
18C).

A next step in performing high-level feature cxtraction can be to
separate the bone voxels (rom enhanced stocl/fluid voxels in cluster 2. The bone
tissue voxels | 902 are generally relatively far away from the colon wall and resides
outside the golan volume. To the contrary, the residual stool 1906 and fluid 1904 are
enclosed inside the colon volume. Combining the & prior proximity information 2nd
the colon wall information obtained from the low-level classification process, a rough
colon waﬂ volume is generated. Any voxel separaled by more than a predetenmined
number {e. g, 3) of voxel units [rom the colon wall, and outside the eolon volume,
will be labgled as bone and then removed jrom the image. The remaining voxels in
cluster 2 can be assumed te represent stool and fluid within the colon volume (see
Figures 19A-C).

The voxels within the colon volume identified as stoo) 1906 and flnd
1944 can be removed from the image io generaie a clean colon lumer and colon wall
image. In gencral, there are two kinds of steolfiuld regions. One rogion type is small
residual areas of ston] 1906 atached w the colon wall. ‘The ether region type is large
volumes of fluid 1904, which collect in basin-like celonic folds {sce Figures 12A-C).

The attached residual stool regions 1906 can be identified and removed

because they arc inside the rough colon volume generated during the low-level
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classification process. The fluid 1906 in the basin-hike colon fold usually has a
horizontal surface 1908 due to the cifect of gravity. Above the surtace is always a gas
region, which exhibits a very high contrast to the fluid intensily. Thus, the surface
interface of the fluid regions can be easily marked,

Using a region growing strategy, the contour of the attached stool
regions 1906 can be outlined, and the part which is away {Tom the colon wall volume
can be removed. Similarly, the contour of the fluid regions 1904 can also be outlined.
After eliminating the horizontal surfaces 1908, the colon wall contour is revealed and
the ciean colon wall is obtained.

1t is difficult to distinguish the mucosa voxels from the colon wall
voxels. Fven though the above three dimensional processing can remove some
mucosa voxels, it is difficult to remove all mucosa voxels. In optical colonoscopy,
physicians directly inspect the colonic mucosa and search for lesions based on the
color and texture of the mucosa. In virtual golonoscopy, most mucosa voxels on the
colon wall can be left intact in order 1o preserve more information. This can be very
useful for three dimensional volume rendering.

From the segmented celon wall volume, the inner surface, the ourer
surface and ihe wall itselt ol the colon can be extracted and viewed as 2 virual object.
This provides a distinel advantage over conventional optical colonoscopy in that the
exterior wail of the colon can be examined as weli as the interior wall. Furthermore,
the colon wall and the colon lumen can be obtained separately from the segmentation.

Because the colon is substantially evacuated prior to imaging, a
commumonly encountered problem js that the colon lumen collapses in spots. While the
inflation of the colon with compressed gas, such as air or CO,, reduces the frequency
of collapsed regions, such areas siill ocowr. In performing a virlua.] colonoscopy, il is
desirable 1o automatically maintain & flight path through the collapsed regions and it is
also desitable to use the scanned image data to at least partially recreate the colon
lumen in the coilapsed regions. Since the above described image scgmentation
methods effectively derive both the interior and exterior of the coion wall, this
information can be used to enhance the generation of the fly path through the

collapsed regions.
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In extending the flight path through collapsed regions of the colon or
expanding a collapsed regior of the colon, the first siep is to detect a collapsed region.
Using the premise thal the grayscate values of the image data from around the oulside
of the colon wall change much more dramatically than the greyscale values within the
colon wall itself, as well as in other regions such as fat, muscle and other kinds of
lissue, an entropy analysis can be used to detect areas of colon collapse.

The degiee of change in greyscale value, for example along the
centerling, can be expressed and measured by an entropy value., To caleulate an
cniropy value, voxels on the ouler surface of the colon wall arc selected. Such poinis
are identified from the above described image scgmentation lechniques. A $x5x5
cubic window ¢an be applied 1o the pixels, centered on the pixel of interest. Prior to
caiculating the entropy value, a smafler {3x3x3 window cun be applied to the pixels
ol interest in order to filler out naise fom the image data. The entropy value nfa

selected window about the pixel can then be determined by the equation:

8=} i In(Cia)

where E is the entropy and C{i) is the number of points in the window with the
prayscale of 1 {i=0,1,2,. . ., 255). The calculated entropy values for each window are
then compared against a predetermined threshold value. For regions of air, the
entropy values will be fairly low, when compared te regions of tissue. Therefore,
alang the centerling of the colon lumen, when the entropy values increase and exceed
the predetermined threshald value, a collapsed region is indicated. The exact value of
the threshold is not erftical and will deperd in part on the imaging protocol and
particulars of the imaging device.

Once a collapsed region is delected, the previously determined
centerline flight path can be extended through the region by pierciog threugh the
center of the collapss with a one voxel wide navigation line.

In addition to aulomatically continuing the flight path of the virtual
camcra theough the colon Jumee, the region of ealon collapse can be virtwally opened

using a physical medeling technique to recover seme of the properties of the collapsed
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region. In this technigue, a model of the physical properties of the colon wall is
developed. From this model, parameters of motian, mass density, damping densily,
stretching and bending coelMicients are estimated for 2 Lagrange equation. Then, zn
expanding force model (i.c., gas or fluid, such as air, pumped into the colon) is
formulated and applicd in accordance with the elastic properties of the colon, a5
defined by the Lagrange equation, such that the collapsed region of the colon image is
restored 1o its nalural shape.

To madal the colon, z finite-glement model car be applied to the
collapsed or obstructed regions of the colon lumen. This can be performed by
sampling the elements in a regular grid, such as an 8 voxel brick, and then applying
traditional volume rendering techniques. Alternalively, an iregular volume
representation approach, such &5 ietrabedrons can be applied to the collapsed regions.

In applying the external force (air pumping) maodel 1o the colon model,
the magnitude of the exiemal force is first determined to properly scparate the
collapsed colon wall regions. A three dimenstonal growing model can be used to
trace the internal and external colon wall sucfaces in a parallel mamer. The
Tespestive surfaces are marked from a stariing point at the collapsed regjon W a
growing source paint, and the force medet is applied to cxpand the surfaces in a like
and natura) manner. The region between the internal and cxternal surfaces, .e., the
colon wall, are classilied as sharing regions. The external repulsive force model is
applied to these sharing regions 10 separate and expand the collapsed colon wal)
segments in a natural manner.

To more clearly visualize the [eaturcs of 2 virtual object, such as the
wwlon, which is subjected (o virtual examination, it is advanrageous to provide a
rendering of the various textures of the object. Such texturcs, which can be observed
in the colur images presented during optical colonoscopy, are often lost in the black
and whitc, grey scale images provided by the CT image data. Thus & system and
method for texture imaging during virual examination is required.

Figure 20 is a flow chart depicting a present method for gencrating
virtunl objects having a texture component. The purpose of this method i to map

textures obtained by optical colonoscopy images in the red-preen-blue {(RGB) color
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space, as for example from the Visible Human, onto the gray scale monochrome CT
image data used to generate virtual objects, The optical colonvscepy images are
acquircd by eonventional digital image acquisition 1echniques, such as by a digital
“frame grabber” 1429 which receives analog optical images from a camera, such as a
video camera, and converts the image to digital data which can be provided to CPU
1423 via interface port 1431 (Figure 14). The first step in this process is to scgment
the CT image data (step 2010). The above described image segmentation techniques
can be applied to choose inl»ensit)" thresholds in the grey scale image to classify the CT
image data into various lissue types, such as bone, colon wall tissue, air, and the like.

Tn addition to performing image segmentation on the COT image data,
the texture features of the optical imuge need to be extracted from the optical image
data (step 2020). To do this, a gausian filler can be applied 1o the optics) imaye data
followed by sub-sumpling to decompose the data into a multiresolutional pyramid. A
laplacian filter and stecrable filier can also be applied to the multiresolutional pyramid
ta obtain oriented and non-oriented features of the data. While this method s
cfective at extracting and capturing the texture features, the implementation of this
approach requires a large amount of memory and processing power.

An alternalive approach 10 extracting the texture fcatures from the
optical image is to whilize a wavelet transform. However, while wavelet
transformations are generally computationally ificient, cooventional wavelet
transfornis are limited in that they only capture features with orientations parallel to
the axes and eannot be applied directly to a region of interest. To overcome these
limitatious, a non-separable filter can be employed. For example, a liking scheme can
be employed to build filter banks for wavelets transform in any dimension using a rwo
step, prediction and updating approach. Such filter banks can be synthesized by the
Boor-Rom algorithm for multidimensional polynemial intecpolation.

After the textural feaiures are extracted from the optical image data,
models must b generated to deseribe these features (step 203¢). This can be
pexformed, for gxample, by using a non-parametric multi-scale statistical model which
is based on estimating and manspulating the entropy of non-Gausian distributions

artributable to the natural textures.
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Once texture models are generaied from the optical image data, texture
matching must be performed to correlale these models to the segmented CT imape
data (step 2050). In regions of the CT image data where the texfurs is ¢ontinuous,
coresponding classes of texture are casily matched. However, in boundary regions
between two or more texhige regions, the process 3s more complex. Segmentation of
the C1" data around a boundary region often leads te data which is [uzzy, i.e., the
resukts reflect a percerttage of texture from each material or tissue and vary depending
on the various weighting of sach. The weighting percentage can be used to set the
importance of matching criteria.

In he case of the non-paramelric multi-scale statistical model, the
¢ross entropy or a Kullback-Leiber divergence algorithim can be used to measure the
distribution of different textures in a boundary region.

After texture matehing, texture synthesis is performed on the CT image
data {step 205¢). This is done by fusing the textures from the optical image data in 10
the CT image data. For isotrapic texture paiterns, such as presented by bone, the
texture can be sampled directly from the oplical data lo the segmented CT image data.
For anisotropic fexture regions, such as colon mucosa, a niultiresolution sampling
procedure is preferred. In this process, seleciive re-sampling for homogenous andg
heteragenous regions is employed,

Alternatively, psendocolar texture can be ercated directly Fom the ©T
data. For cuch voxel, multiple CT values, comprising a local area neighborhood, can
be evalualed to determine a pseudocolor far the given voxel. For each voxel the lecal
reighborhaod cansists of the voxels that are within some given distance of the conter
vaxel. For example a 5x5x5 voxel cubic shaped regiom, or the double pyramid which
represets all vexels within 3 units measured by Manhattan distance. This vector of
scalar values is then evaluated {9 map 1o a color to be displayed for this voxel during
subsequent volume rendering. The evaluation of the local neighborhood vector of
values cap compule such things as local curvature, homo/heterogeneity, or other

geometnt or spatial funclions.

Volume Rendering
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In addition to image segmentation and textre mapping described
above, volume rendering techniques can be used in connestion with virtua)
colonoscopy procedures to further enhance the fidelity of the resulting image. Figure
21 illustrates a perspective volume ray-casting method which can be used for volume
rendering in accordance with the present invention, From a selected virtual
viewpoint, e.g., camera position, such as within the colon lumen, rays ae cast
through each of the proximaie image pixels (step 2100). For each ray, the firsi
sampling point is set as the current image pixel along the ray (step 2110). The
distance (d) between the current sampling point and the nearest colon wall is then
determined (step 2120). The current distance (d) is compared to a predetermined
sampling interval (i) (step 2130). If the distance (d) is greater thun the sampling
interval {i) then no sampling ocours and the next sampling point along the ray is
determined by jumping the distance @ alony, the ray (step 2140). If the distance is less
then or equal te the sarpling interval (i) then conventional sampling is performed on
this poant (step 2150) and the next sampling point is selected in accordance with the
sampliny interval (i) {step 2160). For example, irilinear interpolation between the
density values of 8 neighboring voxels can be performed o detenmine the new density
valuz at the sampling point.

The method of Figure 21 el;fectively aocelerates ray-casting because 2
space leaping technigue is used 1o quickly skip over empty space along the ray of the
image plane to the colon wall. In this method, a distance from a sample point to the
nearest eolon wall is determined along each say. If the distance is larper than a
predetermined sampling interval (1), a jump to the next sampling point along the ray is
performed. Since the closest distance information is already available from the
potential Teld which is vsed for virtual camera control. ne additional distance coding
calculations are required, 1n this case, neither surface rendering nor Z-bulfer
transform is required, which results in savings in preprocessing time and memory
Spﬂce~

Alfernalively, a space leaping method can derive distance information
for each ray from the Z-buffer of the corresponding surface rendering image. 1f the

surface rendering image and volume rendering image will both be penerated, this
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approach provides minimal processing overhead burden as the Z-buffer information is
provided as a regult of the surface rendering methods. Thus, this form of space leaping
methed only requires additional processing to perform a depth transformation from
the imape space domain to the world space domain.

For those regions along the ray where the distance {d) was traversed in
step 2140, the region along the ray corresponds to open space and can be assigned a
value according to an open space transfer function. Typically, open space will bave
1o contribution no the final pixel value. For zach point where sampling takes place,
one or more defired transfer funclicizs cam be assigned to map different ranges of
sample values of the original volume data to differemt colors and opacities and
pussibly other displayable parameters. For example, four independent transfer
fumetions have been used to determine different materizl by mapping ranges of CT
density values into specified volors of red, green, hiue and opacity, each in the range
of ) 1o 253

The above deseribed techniques can also form the basis of a gystem for
petforming virtual electronic biopsy of a region héing cxamined 1o effect 2 flexible
and non-invasive biopsy. As neted abave, volume rendering techniques use one or
more defined transfer funclions to map different ranges of sample values of the
original volume data to different colors, opacities and other displayable parameters for
navigation and viewing. During navigation, the selecied transfer function generally
assigns maximum opacity io the colon wall such that the aurer surface is easily
viewed. Once a suspicious area is detected during virtual examination, the physician
cun interactively change the transfer function assigmed during the volume rendering
procedure such that the outer surface being viewed becomes substantially transparent,
allowing the region information to be composited and thus the interior structure of the
region to be viewed. Using a number of predetermined transfer functions, the
suspiciows arca can be viewed at a number of different depths, with varying degrees ol

apacity assigned throughout the process.
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Polyp Detection

‘The present system and methods can be used to perform automated
polyp detection. With reference to Figure 13, polyps 1305, which ocour, for example,
within the colon, generally take the form of small convex hill-tike structures
extending from the colon wall 1301, This geemetry is distinet (rom ihe feld of the
celon wall. Thus, a differeniial geometry model can be used 1o detect such polyps on
the colon wall.

The surface of the colon lumer can be represented as a continuonsly
second differentiable surface in three dimensional Cuclidean space, such as by using a
C-2 smoothness surface model, Such a model is described in “Modermn Geomctry
Methods and Applications™ by 13.A. Dubrovin ct al, published by Springer-Verlag
1994, which is hereby incorporated by reference in its entirety. In this miodel, sach
voxel on the surface of the colon has an associated geomelrical feature which has a
Gauss curvature, referred to as Gauss curvature fields. A convex hill on the surface,
which may be indicative of a polyp, posscsses a umque local feature in the Gauss
curvature fields. Accordingly, by searching the Gauss curvature fields for spevific
local features, polyps can be detected. Once detected, the suspecied polyps can be
highlighted and thus broughi to 1he attention of 1he physician where the physician can
measure the suspected pelyp und use the above deseribed virtual biopsy methods to

further investigate the suspicious region.

Central Fly-Patk Generation

In the case of virtual colonoscopy. determining a proper navigation
line. or fly-path, through the cobon lumen is an important aspect of the described
systems and methods. While certain technigues for determining the (Jy-path of the
virtual vamera model were discussed with respect to Figures 4-8, Figure 22 illustrates
an alternate method of generating the ¢central fy-path through the colon lumen. After
the calon wall is identified, such as by the image segmentation methods deseribed
herein, a volume shrinking algorithm can be employed to cmphasize the trend of the
colon lumen and reduce subsequent searching time within the lumen volurme (step
2318).
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Figure 23 further illustrates the steps of an exemplary volume
shrinking algorithm, which is based on a multiresolution analvsis model, In this
procedure, the threc dimensional volume is represented by a siack of binary images
which have the same r.natrix size (step 2310). Collectively, these images form a
binary data set. A discrete wavelel fransformation can be applied to the binary dula
ser which fesults in a number of sub-data sets representing different time-frequency
components of the binary data set {step 2320). For example, the discrete wavelel
transformation may yield eight (8) sub-datz sets. The sub-data sets are compared
against predslermined threshold vatues such that the lowest frequency component is
identified (step 2330). This component forms the binacy data set for subscquent
discrete wavelet transformation and threshelding steps, which are recursively applied
in a multi-resolution structure (step 2340). In the vase of virtual colonoscopy, the
discrete wavelet transformation and associated thresholding can be applied three Umes
recursively on the subsequent sub-dataset that represents the lowest frequency
component (a 3-level multi-resolotion decomposition).

Returning to Figure 22, (rom the reduced colon volume model, 1
distance map teehnique can be employed to penerate a minimum distance path
between the twa ends of the colon, e, from the rechun to the cecam {step 2215).
The resulting path preserves the global wend information of the colon lumen, but
ignores the trends exhibited by local folds. Control points within the global colon can
then be determined by mapping the minimum distance path back to the original data
space (Step 2220). For exampile, in the case of a 3-level mulii-resolution
decomposition, the reduced volume is three times smaller than the original volume
and an affine transformation, which is well known, can be used to map the reduced
volume model exactly back 1o the original scale volume. The minimum distance path
of the reduced value can also he mapped kack into the original scale velume as a
series of poiuts, which can be used as the conirol points within the colon,

The preferred fly path is cue which is on the centerline of the colon
lumen.  However, the initizl control points may not be exactly iocated in the center of
the colon lumen. Thus, the initial control points can be centered, such as by the use of

a bi-section plane algotithm (step 2238). Tor example, at cach selected control point,
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a bi-section plane can be defined as a planc normal to the trend dirsction and cutting
across the colon lumen. A centralization algerithrn, such as 2 maximuem disk
algorithm, can then be performed on cach bi-section plane. Such an algorithm is
discussed in the article “On the Generation of Skeletons from Discrete Fuclidean
Distance Maps™ by Ge et al., IEEE Transactions on PAMI, Vol. 18, pp. 1055-1066,
1996 which is hereby incorporated by reference.

Gnee the control points are centralized, (he flight path can be
determined by interpolating a line connecting these points (step 2240). In the case of
virtual colonaseopy, it is desirable that the interpolated flight path take the form of z
smooth curve which is substantially centered within the colon lumen. A vonstrained
cubic B-spline interpolation algorithm based on Serrct-Frenet Theorem in differential
geomelry theory can be uscd o establish a suitable smoolh curved ilight path, such as
is described in “Numerical Recipes in C: The Art of Scientific Computing,” by Press
et al., Second Edition, Cambridge University Press, 1992.

The pictorial representution of o segmented colon lumen in Figures 24
and the flow chart of Figure 25 set forth yet ancther alternate fly-path generation
method jn accordance with the present invention, In this alternate methed, the
rapresentation of the eolon Lumen 2400 is first partitioned inlo a number of szgments
2402 a-g aloug the length of the lumen 2400 (step 2500). Trom within 2ach segment
2402 a representative point is selected 2404 a-g (step 2520). Each representative
point 2404 2-g 15 then centered with respect to the colon wall (siep 25300, such as by
the use of a physically-based deformable model which is used to push the points to the
cenicr of the respeciive segment. After the representative points are centered, the
points are sequentially joined lo establish the center-line fly-path for the virual
camera mode! (step 2540). [ the segments are sufficiently small in length, the
centered points can be connected with straight line segments 2406 a-f. However,
when linear eurve fitting techniques are applied ta join the centered points, a
smaother, continuous [light path is established.

Each of the foreyoing methods can be implemented using a system as
illustrated in Tigure 14, with appropriate sattware beiny provided 1o control the
operation of CPU 1402 and CPTJ 1423,
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An alternate hardware cmbodiment, sujtable for deployment on a
personal computer, is illustrated in Figure 26, The system includes a processor 2600
which should take the form of a high speed, multitasking processor such as a Pentium
IIT processor operating at a clock speed in excess of 400 MHZ. The processor 2600 is
coupled to a conventional bus structure 2620 which provides for high speed parallel
data transfer. Also coupled to the bus structure 2620 are main memory 2630, a
graphics board 2640, and a volume rendering board 2650. The graphics board 2649 is
preferably one which can perform texture mapping, such as the Diamond Viper v770
Ultra manufactured by Diamond Multimedia Systems. The volume rendering hoard
2630 can 1ake the form of the VolumePro board from Mitsubishi Electric, which is
based on U.S. Patent Nos. 5,760,781 and 5,847,711, which are hercby incorporated by
relerence. A display device 26435, such as a conventional SYGA or RGB monitor, is
operatively coupled to 1he graphics board 26449 for displaying the image data. A
scanner interface board 2660 is also pravided for receiving data fromn an imaging
scanner, such as an MRI or CT seanner, and icansmitting such data to the bus structure
2620. The scanner interface board 2660 may be 2n application specific interface
product for a selected imaging scanner or can take the form of a general purpose
inputfoutput card. The PC based system 2600 will generally include an 70 interface
2670 for coupling 1/O devices 2680, such a5 a keyboard, digital pointer {e.g., mouse)
and the kike to the processor 2620. Altemnatively, the [/0 intcrface can be coupled to
the processor 2020 via the bus 2620

In the casc of three dimensicnal imaging, including exture synthesis
and volume rendering, numercus data handling and processing operations are
required. For large datasets, such as those represented by the colon lumen and its
surrounding arez, such processing can be very time consuming and memory intense.
However, using the topoelogy of Figure 26 in accordance with the processing meihod
illustrated in the flow chart of Figure 27, such operations can be performed on a
relatively lw cost personal computer (PC). Tmaging data is received by the processor
2620 and stored in main memory 2630 via the scanner interface board 2660 and bus
struciure 2620 This image data (pixels) is converted into a volume element {voxel}

representation (step 2710). The volume representation, which is stored in main
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memory 2630, is partitioned, for example into slices, such as along a major volume
axis or other pertions of the region being imaged {step 2720). The volume partitions
are then transferred 1o the volume rendering beard and temporarily stored in volume
rendering memory 2655 for volume rendering operations (step 2730). The usc of
locally resident volume rendering memory 2635 provides for enhanced speed in
volume rendering as duta need not be exchanged ower Lhe bus 2620 during rendering
of each slice oFthe total volume. Onee volume rendering is complete for the slice, the
rendered data is iransferred back (o main memary 2630 or the graphics board 2640 in
a sequential buffce (step 2740). After all slices of interest have heen subjected to
rendering, the conténts of the sequential buiTer are processed by the graphics board
2640 for display on the display unit 2645 (step 2750).

Multi-scan Based Virtual Examination

The techniques discussed above generally perform virtual imaging
based an a dataset acquired from a single magnetic resonance iraging (MRI) or
computed tomography (CT) scan. However, the techniques discussed above are also
useful for peefnrming vinual examination of a region using multiple scans of a vepion.
Ry using multiple scans of a region, improved imaging of regians of pathology can be
achieved and motion artifacis can be reduced. One such application of interest is in
performing virtual systoscopy to screen a patient for possible polyps or cancer of the
bladder.

Figure 28 is a flow chart which illustrates a method ol employing
muliiple MR] scans to perform vittual examinetion of an object, such as virtual
cystoscopy. Unlike CT images, where the bladder wall can be difficult to distinguish

from urine, jn MRI images, urine can be used as a natural coptrast agent to delineate

the ianer bladder wall. To this end, a pre-image scan protocol is employed (step 2805),

Approximately V4 hour prior to the first of four MRI scans, the patient is requested 1o
empty the bladder and then consume one cup of water. Afier approximately ' hour,
the patient is subjected to the [rst of four MRI seans of the bladder region (step 2810).
The first scan, with the bladder full and distended, follows protocol for T1-weighted

transverss imaging. Far example, when using the Picker scanner teferenged above, a
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KJELL FASTER protocol using a 256x256 malrix size, 2 38 cm ficld of view (FOV), a
1.5 mm: slice thickness (no gap), a 3 ms TE, a9 ms TR, a 30 degree flip angle and one

scan average can be used. Of course, these parameters tend o be scanner specific and
wvarious changes in the parameters can be used with acceptable results.

With the bladder still full, the patient is subjected to a second MEL scan,
scan 2 (step 2815). The second scan follows a protoco] for T1-weightied coronal
imaging, such as the Picker KJELL FASTER protocol with a 256x256 matrix size, 2
38 cm field of vigw (FOV}, a 1.5 mm slice thickness (no gap), a 3ms TE, a % ms TR, a
30 degres flip angle and a two-scan average.

The two image scans described above are taken along arthongal axes
with respect to one another. The advantage of this is that regions of significant motion
artifacts in one scan, generally correspond 1o regions of mitimal monjon artifacts in the
orthogenal scan. Accordingly, by taking a first scan in the transverse direction and a
second scan i the coronal direction, Lhe image scans can be registered and motion
artifacls in (he data set can be identified and compensaled for.

After the scan 2, the patient 3s asked to relieve the bladder and is then
subjected to two additional MRI scans. The third scan (step 2820} follows the same
imaging protocol as the first scan {ransverse imaging}. The fourth scan (step 2825)
foilows the same imaging protocol as the second scan {coronal imaging).

The imagersca.ns can be acquired using a Picker 1.5 T Edge whole-body
scanner. Although a T2 imaging protocol ¢an be used, a T1 smaging protocol is
preferred for virtual eystoscony becausc this protocol provides improved deliceation
between fat and urine and offers a shorter acquisition period. Alternatively, the imape
scans can take the form of compured worpography or ultrasound imaging scans using
suitable contrast agents and protocols for these imaging technigues.

During the first two scans (scan 1 and sean 23, the bladder is distended
and the bladder wall is relatively thin. In this case, physiologically altered locations,
such as tamors, may thin at & different rate ss compared to the unaltered bladder wall
and may become more apparent under these conditions. During the third and fourth

seans, the bladder is substantially empty and the bladder wall is thicker. Wiih a thicker
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wall, a more pronounced image contrast may resull between normal tissue of the
bladder wall and that of physiologically altered tissue.

Afler the four scans are acquired, the four correspending datasets can
then be individually processed. Initially, each scan data set is preferably subjected ta
image segmentation, as discussed abave (step 2830), such as in connection with Figure
15, During image segmentation, the voxels of the four datasets are classified into a
number of categories, such as biadder wall, urine, fat, boundary, ste. The classification
is bascd on the local intensity vectors of the voxels. Oncc the voxcls are classified, the
interiar of the bladder lumen can be identified using a region growing alporithm
beginning with a seed voxel selected from within the bladder volume, such as by
seleciing an air voxel or urine voxel.

Prior to clinical analysis of (he segmented volume data sets, regisiration
of the four data scts to a cormmon coordinate sysism is performed (step 2835). Bocause
the shape of the bladder varies from scan to scan, an exact voxel-voxel cegistration is
not of practical value. Instead a flexibie registration process is preferred. In the
present Oexible registration process, for cach volume of interest {volume rendered for
cach correspanding scan) the center of the volurae is detenmined, such as hy averaging
the three coordinates of all the voxels in the volume.

A Cartesian coordinate system can then be construcied witl the arigin
of the system lacated at the center point of the volume. The axes of the system can
then be oriented in a number of ways, A suitable sclection of orientation comesponds
1o the orientaiion of the namral human body, €.g., with the Z-Axis running along the
height of the body (e.g., lrom tee to head) the Y-axis orjented from back to front and
the X-axis runping latcrally ( e.g., from left to vight). The units of length in this
coordinaie sysiem can be conveniently set to an arbilrary unit of enc voxel lenglh, the
absolute magnitude of which will vary based on acquisition properties for the MREL
scans. So long as the same pixel spacing is used in all scans to acquire all four data
sets, thys will result in a unifonm value for eaeh of the four duta sets.

Aller registration. the images frorm the four data sels can be viewad
individually o5 simultansously (step 2845). An exemplary display window is

illustrated in Figures 2% and 30. Referring o Figare 29, the display is partitioned into
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four sub windows 2905, 2910, 2915, 2920 which correspond to scan |, scan 2, scar 3
and scan 4, respectively. A contral pane! section 2925 can also be providedon a
portion of the display 1o establish a graphical user interface (GUI) to offer display and
navigation lunctions fo the user. As an operator navigates in one of the image sub
windows, such as magnifying the view, the corresponding operation preferably 1akes
place in the other sub windosw views as well. A user can also select one of the views
for expansion Lo a single window display.

To reduce the amount of data whick is simultaneously processed, the
data scts can be partitioned, such as into 8 parts or octants (step 2840). This can be
performed in a number of ways. For example, with refercnce to the Cartesian
coordinate system illustrated in Figure 29, the data can be portivned into the eight
regions of the coordinate system: (13X, Y. Z; ) X, -Y, Z; (N X, Y, -Z: (4) X, -Y, -&;
€5)-K,Y, 2, (6) -X, Y. Z, () -X, Y, -Z: and (8) -X, -V, -Z.

Figure 29 illustrates four views of the outside of the bladder lumcn
taken from each. of the four svans. Figure 30 illusirates fours views of a portion of the

intericor of the bladder lumen also taken from each of the four scans.

Multi-Resolution Imaging and Virtuaf Lapyngoscopy
The systems and methods described hercin can he adapted and applicd

Lo perform multiresolutien: imaging which js well suited for virtual laryngoscopsy.
Figure 31 is a flow chart iltustrating a method for performing virtual laryngoscapy.
First, a0 imaging scan of the region of a patient’s larynx is acquired (s1ep 3105). This
can be performed using computed wmography (CT) or magnetic resonance imaging
(MRI) techniques. Howsver, because the CT scan in this region offers significantly
faster acquisition time (30 seconds versus over 7 minutes for MRI) and higher
resolulion (0.3mm cubic voxel comparcd te 1mm cubic voxel for MRI), the C1 seart [s
preferred. To acquire the CT scan data a GEACTI spiral scan CT scanner can be used.
A suitable sean protocol s 120 keV, 200 ma, 512x512 matrix size, 15 cm field-of-view
and 3mmy/2.0:1 pitch. The scan is completed in approximately 39 seconds and resuits

in 351 image slices of 0.3mm thickness and results in 8.3mrm cubic voxels.
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Image ssgmentation can be used to classify voxels inle a number of
categories (step 3110). In this operation, a modified self-adaptive on-line vector
quantization (SOVQ) algorithm can be used. 1n such a case, the algorithm analyzes
each voxel with respect 16 neighboers of up to the third order to determine local density
Features. Each voxel in the acquired dataset has an associated local density vector. By
transforming the loeal density vectors using the Karhunen-Loéve (K-L) transform,
feature vectors for the vosels in the volume imape can be ohtained. Based upon the
featurc vectors, the voxels can be classified and labcled. Voxel classification is
dependent in part on the choice of « local voxcl densily vector and ane preset
parameter, referred to as the maximum cluster number (MCM). The MCN sets the
nuniber of voxel classifications that will be applied 19 the dataset. In the case of the
CT images, the human eye can discern four (4) distinguishable tissue/material types.
An MON value of 3 js suitabls in this case. For an MR] image, the human eye can
differentiate ameng 6 different tissue types, and an MCN value of 7 can be used.

As pari of the image segmentation process, an expanded data set is
generated by interpolation berween the measured datz points. For example, prior to
employing the SOVQ algorithm, a first order Lagrange interpolation can be applied w
each slice in the dataset. This cxpands Lhe 256x256 matrix size of the original slices of
ihe data set to a 512 x 512 matrix size. Inaddicion, imter-slice interpolation can be
performed to further expand the daiaset between actual slices. The interpolated dataset
18 referred Lo as the enlirged dataset. In addition (0 generaling an enlurged dataset, the
inierpelation process also suppresses noise and reduces the partial-volume effect, as
the interpolation process has a low-pass filtering effect on the data.

Using a two dimensional viewing tool, a seed voxel can be selected
within the larymx Iumen and a growing aigorithm applied to extract the larynx volume
from the dataser (step 3115). In those regions of the larynx where there may be several
uneanneeted volume regions, multiple seed points can be selected.

With the larynx volume identificd and the voxels of the regions
clagsified through image segmentation, the next task is to manage the data in a manner
which allows efficient navigation and viewing of the virlual lanynx. Tn this case, o

level-ol-delzil (LOD) approach is adopted and modified for uss in the present method.
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In this LOD method, a reduced dataset is generated from the enlarged daia set. For
example, the 512x512x256 enlarged dalaset can be reduced 1o a 64 x 64 % 32 reduced
volume dataset using a multi-resolution decomposition with three levels of
thresholding (step 3124). Next, polygons used ta render the volume images in both the
enlarged and reduced volume datasets can be extracied. A traditional Marching Cubes
methed can be used to extract polygens to fit the surface of the larynx.

One problem encountered in the prior art is managing the large number
of polygons requircd to generate the three dimensional umage for the enlarged dataset,
This problem is solved in the present method by organizing the enlarged dataset ina
Binary Space Partitioning (BSP) tree data structure {step 3130). The originel image
volume is selected as the reot of the tree. The space is then pertitioned ino two
subspaccs containing an approximately equal number of polygons. This subdivision
process is fteratively repeated unlil the number of polygons in each resulfing subspace
is below a threshold value. The threshold value can vary based on system performance
and application requirements. The last resulting subspaces are referred to as leal nodes
of the tree. Onee the subdivision process 1s complete, all of the voxels of the expanded
dataset are slored in the leaf nades of the BSP tree.

During navigation or vicwing, polygon culiing can be applied by first
removing those leaf nodés that are completely outside the ficld-of-view from current
processing operations. The remaining polygons are recalled from the BSP tree,
otdered and rendered in those spaces which were not culled. Thus, the BSP tree
provides an effective tool for selecting 4 relevant portion of the dataset for a particular
navigation or display operation.

The enlarged and reduved datasels are cooparatively used in a two level
LOD rendering mode. 1f 2 user is interacting with the object (step 3135, such as
rotating, shifting or effecting other changes in the ficld of view, the polygons from the
reduced dataset (64-sized) are rendercd (siep 3140). Because of the significantly lower
nunber of polygons involved, interaction with the reduced daiaset volune can be
performed faster and with fess processing overhead. The tradeoff for the increascd
speed is reduced imags resolution. If there is no interaction from the user after 4

predetermined time period, the polygons of the enlarged dateset {31 2-sized) are
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selected from the BSP tree and are rendered 1o provide a high resolution image of the
current field of view (step 1145).

Virtual Angiography

The techuiques for virtual imaging and navigation can alse be adapted
and applied o vitual angiography. This technique can be used for detection and
measurement of various abnormalitics and disease of the circulatory system.

One such application of virtual angiography is the detection of
abduminal zortic aneurysms, which generally start as small enlargements of the aortic
vesscl and exhibit a greater risk to rupture with increasing size of the aneurysm.
Previously, the only elfective method of treatment was open surgerty, placing a graft
within the aota at the level of the ancurysm. However, this procedure has a high
degree of ussociated morbidity and mortality. Recently developed per cutaneous
placed zortic sient graft techniques have 2 significantly lower complication rate.
Virtual angiography is an effective method to help plan these less invasive procedures
and can also be an effective tool for detecting the presence of an aneurysm and wacking
the growth of an aneurysm to determing if and when surgery is indicaled.

Tigure 32 in & flow chart which prevides an overview of the present
vintual angiography method. In performing a virtual angingraphy, an image scan of the
vesscl, such as the aorta must be acquired (step 3205). Various imaging technigues
can be used, such as Computed Tomography (CT), Magmetic Resonancs Imaging
(MRI] end ultrasound. However, an aortic CT sean is generally preferred because of
the contrast between blood, soft tissue and calcimin deposits which results in the G717
image.

Onee an image scan dala set is acquired, image segmentation techniques
are then applied to the data set to classify the voxels of the dataset inte & number of
calepories (step 3210). The image segmenlation techniques described abave, such as
in connection with Figure 13, are generally applicable. In this case, the various feature
veclor values of the voxels will be grouped according to categories such s blood, soft
lissue and caleium deposits. Using a blood voxel as a seed, a region growing algacithm

<an be used to determine the volume and extent of the aortic lumen.
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In the CT image, an aneurysm has image features which closely
resemble the neighboring soft tissue. As a result, the full contour of the aneurysm can
be difficult to establish. However, regions with calcium deposits offer significant
contrast on the CT scan and can be used to identify portions of the aneutysm, such as
the endpoints of the aneurysim on the vessel wall (step 3215).

After a portion of an aneurysm is detected, one or more closing surfaces
can be generzied to define an estimation of the aneurysm’s cantour (sisp 32200, A
convex closing surface can be established using a non-uniform, non-rational B-spline
to generate a surface which runs through or near the points of the aneurysm which were
identified.

After the closing surface is generated, the volume of the aneurysm can
be estimated {step 3225). One method for cstimating the volume i3 Lo count Lhe
numbir of voxels which are enclosed by the estimated closing surface. In addition,
within the volume of the aneurysm, the centerline along the direction of blood flow can
be detenmined by using a distapce. transfonm technique. Continuous local coordinate
systems can then be established along this centerline and the diameter of the aneurysm
determined. Virtual navigation can take place along this centerlipe, in a manner
consistent with thal described above for navigating through a lumen, such as the colon.

Referring to Figures 33A-C, the described method of virtual
angiography can be used 1o assist in the generation and placement of & stent graf ©
bypass an sbdominal acrtic aneurysm. Figure 334 illustrates a simplified diagram of
an abdominal aortic ancurysm located helow the renal arterics and above the
bifurcetion of the acrta. Because of variations frem patlent to patient in the specific
anatomy of the aorta and the size and location of an abdominal aortic aneurysm theresn,
when a stent graft is to be used 10 bypass an aneurysm, the grafl must be designed and
built to specifically fit the purticular aortic segment. As illustrated in Figure 338, this
can requice identifying the length of the required grafl, the diameter at the points of
interface on each end of the bypassed region, the angles of interface, among othor
variables. If the ancurysm is located near an arlerial branch, the size and angles of the
bifurcated ends of a bifurcated stent graft must alzo be determined, as illustrated in
Figures 33B and 33C.
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Ta date, such measurements have been perfonmed threegh invasive
calibrated angiograms using a catheter inserted inta the aorta fiom an insertion made at
the level of the groin region, rapid injection of a large amount of iodinated contrast and
rapid radiographic imaging. This fcchnique can be supplemented and perhaps
supplanted using the present virtual angiography techniques, which can resolve such
distances and angles using viviual navigation using centerlines constructed through the
branches of the aorlic lumen. In addition, the virtual angioscopy can be used to
perform a virtual biopsy of the region where a stent graft may be inserted. This allows
the operator 10 view beneath the arterial surface and examine the region for thrombus
deposits, caleification or other faciers which wonld contra-indicate the use of a sient
graft procedure.

Another application of virtual angiography iz the imaging, examination
and navigatien threugh the carolid arteries which supply bloed flow to the brain. The
techniques described herein with respect to virtual endoscopy are fully applicable in
the case of blood vessels. For example, the vessels of inlerest are extracted from the
ucquired image data using image-segmentation techniques. MNext, a navigation fiight
path can he established through the vessel(s). Preferably, potential ficlds are built up
wthin the vessal foruse sn navigation. As with other arpans, such as the colon, a
volume-rendered mudel of the vessels of interest can be generated. Using the Dight
fath and potential fields to navigate through: the interior of the velums rendered blood
vessel lumnen, ahnommalities such as vessel narrowing ang plaque build up can be
observed. in addition, the techniques discussed regarding virtual blopsy can be applisd
in this context to evaluate vessel wall and characterize build up on the wall surface,

such as plaque.

Tree Branch Searching for Virtual Fodoscopy
Path planning for virtual navigation through a holtew organ oc abject is
an important task. Various techniques bave been discussed, such as fly-path

generation, to achieve this goal. As the geometry of the object being studied becomes
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more complex, such as presenting a mulu-branch structure, the task of patl planning
becames even more complex. [t is desirable to determine not anly the center line of 2
primary lumen, but also to identify and locate any branches extending from the primary
lumen. Comman examples ¢l organs having a complex branch structure include the
main airway and lungs, ihe cardiovascular system and, becanse of the presence of
haustral folds, the colon. Each organ or objeci generally presenls specific challenges
for defining a path, or skeleton, for the object. However, a generalized lechnique for
generating such a skeleton is illostrated ic the flow chart of Figure 34.

Referring to Figure 34, an imaging scan of the region of interest, such as
acomputed tomography (CT) or Magretic Kesonance Imaging (MRI) scan, is acquited
{step 3405). As discussed above, the imaging scan iz transformed into a three
dimensional volume of the region by slacking the binary images nf the imaging scan
and defining three dimensional volume units, or voxels, from these stacked images
(step 3410). Depending on the volume and complexity of the region of interest, it may
be desitable to reduce to size of the dulasct of the Lhree dimensional volume pric to
generating the skeleton. To this end, a multicesolution datz reduction process, which is
discussed in more detail below, can be used (step 3415).

The skeleton is a subset of the three dimensional volume. Preferably,
the skeloton has the fallowing atiibures: 1) i preserves the homotopy of the tres; 23 it
is 26-connected; 3) it is one voxel thick; 4) it approximales the central axes of the
branches; and 5) it is relatively smooth. The degree of homotopy is somewhat
application specific. For example, in generating a skeleton of the colon lumen, the
skeleton will generally be a single path from end to end, despite the presence of
numerous haustral folds which can be several voxels deep. However, in the
cardiovascuiar system and pulmonary system, a small offshoot from the root which is
several vaxels deep can represent a legitimate branch in the sysiem.

Returning to Figure 34, in the volume of interest, a root voxel is
identified in the volume (step 3420). In performing viriual cndoscopy, this can be
pecformed manually based on an understanding of the geametry of the structure being,

evaluated.
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36
A distance map ean then be generated ta identify the branches in the

Iree and the distances between the endpoints of the branches and the root voxel (step
3425). A presumplion applied in this methed is that there exists one unique endpoint
on each branch which exhibils the longest distance to the root of the iree. Figure 35 is
a schematic diagram illustrating a 3x3x3 cubic voxel arrangement which is referred o
asa 26-connected voxel cubic distance plate. In the center ol this arrangement is a
seed voxel 3505, which is assigned a distance weight f zero. Around the seed voxel
3505 are 26 connected neighbor voxels which are assigned distance weights based on
the respective Fuclidean distance between the respective neighbor voxel and 1he seed.

In a cubic arrangement the Euclidian distance can assume 2 normalized value of
1 JE, /3 which is approximately equal to 1. 1.4 and 1.7. To simplify pracessing,

the vosels can be assigned integer value weights of 10, 14, and 17 10 approximate the
relative Euclidian distances.

Figure 36 is a pseudo-code representation of an algorithm for *
determining the distance map from a voxel in the volume to the root using the
Euclidian weighted distances of the 26-connected cubie distance plate of Figure 35.
From the gencrated distance map, branches are identified and the endpoims of the
branches are determined (step 3430).

Referring to Figure 36, the root of the volume is labeled wilk the integer
value 0. A processing queue is then formed with the voxels in the volume The
voxels are then labeled in a first-in, first out manner by adding the Euclidian distances
between the voxel at the tap of the queus and the oot voxel. This process is repeatad
until all of the voxels in the volume arc assigned a value in the distance map.

Because the labeling of voxels in the distance map will depend, in part,
on the queuing order, the resulting distance map docs not provide & unique solution.
Towever, regurdiess of the quening order, there is always at least one farthest point (or
each branch. In addition, for each voxel, other than the root voxcl, there i always at
least one 26-connected neighbor in the volume which has a shoster distance to the root.
Thus, the endpoints of the branches are readily detcctahle by seacching the distance
map for local maximum distances (Jocal maxima) (step 34303, The werm local maxima

is a refative term. In evaluating the volume for local maxima, the volume should be
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partitioned into various subspaces which are appropriate 10 the object being evaluated.
The expecied (eature size, branch length, branch diameter, ctc. are generally considered
in determining the subspace partitions.

Once the endpointa of the branches are determined, the shortest path
{rom the endpeint to the root voxel is determined (step 3435). The shortest paths from
the endpoints 1o the root define the basic structure of the branches of the tree and
approximate the centetline of the branches. This is referred 1o as the rough skeleton of
the volume. The shortest paths are preferably generated from the branches at farihest
end of the tree and begin from the end of those branches. From the must remote
branch endpoint, the first voxel is selceted and its 26-connccted neighbors are analyzed
10 determing which voxel is in the minimal distance path from endpoim 1o oot This
process is repeated until a selected voxel meets the rool. This results in 2 one-voxel
wide path from the farthest end to the rool. Searching for the shoriest path for other
branches is similar. However, for subsequent branches, the selection process can
terminate when the current path reaches a previously assigned path (e.g., the path need
not lead all the way to the root). The collection of afl of the interconnected shortest
paths is Lhe resulting rough skeloton of}‘ht ohject. l

Depending ot the application of the resulting rough skeicton, it may be
desirable 1o refine the reugh skeleton {step 3440). One siep of refining the skeleton is
to centralize the skeleton within the branches. Cenualization preferably takes place
branch by branch from the longest branch to the shartest. Starting with the longest
branch, a unjform interval is seleated, generally in the range of 4-8 voxels, along the
branch. For each intervel, the ngent direction of the voxel or the rough skelaton is
calculated and a plane cressing the voxel perpendicular 1o the tangent direction is
deiermingd. A two dimensional area defined by the intersection of the plane and the
volume is created and the center of this interseclion can be computed using the known
maximum disk technique. The centers of intersection can then be connected using a
bi-cubie, B-spline interpolation or other curve fitting method. For the remaining
branches, the endpoint which meets another branch or 1he root must first be adjusted to
mateh the position of Lhe previously centceed skeleton branch. Then, centralization ean

proeecd in the same manner as described for the longest branch,
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Referring back to step 3415, when a large dataset is involved, it may be
required, or at Jeast desirable, to reduce the size of the dataset 10 speed up processing
and reduce processing cost. Noting that the tree structure can be preserved within a
range of scales, the large volume can be shrunk to a smaller scale space for structure
analysis

A shrinking method based on multiresolution analysis theory can be
vsed. The input data is the stack of binary images of the same size which can be
ebtained [rom the segmentation resules of the CT or MRI scan. The x-direction is
taken along the slice image width, the y-direction is along the slice image height, and
the z-dircetion is along the direction of slice by slice. The foreground voxels in the
tree volume are set to value of 128 (maximum} and the background voxels are set to
value O (minimum). A Daubechies” bi-orthegonal wavelet transform with a1l rational
coefficicnts is employed. This one-dimensional (1) diserete wavelel irunsformation
(DWT) is first applied along to the x-direction row by row. From application of the
DT anly the lower frequency components are retained and packed. The computation
is preferably implemented in floating points. Noting that the DWT i applied to the
binary signal, there are two kinds of nonzero cosfficients which result in the lower
frequency component. The first is of value 128 and this kind of coefficicnts are located
in the interior of the volume. The second is of a value not equal (0 128 and (hese
eoefficients locale Lhe boundary of the volume.

The coefficients of the second kind are compared against &
predetermined threshold value. T i1s absolute value is larger than a pre-set threshold
T1, the value of the coefficient is set to 128; otherwise, it is set 1o 0. This resultsina
stack af binary images with a row size of half of the original dataset. The same DWT
is then applied 1o the resulting datasct along the y-direction column by columa, where
the sitvilar thresholding is employed to the lower frequency components. The resalt is
again a stack of binary images, but now with both half row and column size as .
compured to the original dataset, Finally, the I'WT is applied ta the last vesult along
the z-direction and the lower frequency components are retained. This step completes

the first level deconposition.
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The resulting dataset of the first level decorposition is of half size in all
three directions as compared to the original dataset. If the shrinking precedure stops at
this level, the fintal thresholding is applied. 1t revalues those coefficients of nonzero
and non-128 value. Il the abselute value of this kind of coefticient is Jarger than a pre-
set threshold T2, it will be revalued as 128; atherwise, it is revalued as 0. If further
shrinking is needed, the same thresholding algorithm is applied with the threshold T1.
Further shrinking proceeds as previously described, but is applied to the dataset shrunk
at the last previous level. The decomposition procedure can be recursively applied
until the resuiting volume meets the desired reduced data volume. In virlual
endoscopy, the slice images are of 512X512 pixel size. The maximum decomposition
level is usually three, resulting in a 64x54 reduced pixel size.

The velume is isotropically stoank in all directions with the presented
method. The two pre-set thresholds, T and T2, are used to control the degree of
shrinking. 1f the volume is significanily over shrunk, conneciivity may be lest in the
reduced volume. 1{itis over shrunk 1 4 leaser degree, two scparate branches may
merge into one branch in the reduced volume dataset. The larger the twa threshold
values, the thinner the reduced volume is. The range of those two thresholds is [0, £
128], where O<r<l. Preferably, lhe ranpe for virtual endescopy is re (0.08, 0.28) for
T1 and re (0.7, 0.98) for T2, The exact determipation is dependant on the feature size
of' the parlicular application and is sclected to achicve reduction while retaining the
fidelity of the structure information in the shrunk velume.

After shrinking the original volume, the tre¢ branch searching procedure
can be applied ta the smaller volume (steps 3420-3440). The resultant skeleton can be
mapped back into the original scalc space. When scaled to the original space, the
image of the smaller scale skelcton no Tonger remain a connected path in the original
scale space. These voxels in the image act as control points for the final skeleton. The
control points are cemralized using e algorithm as described previously, and then,

they are interpolated to form the final skeleton of the object.

Cemputer Assisted Diagnosis
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The virtual examination techniques described herein lend themselves o
applications for the computer assisted diagnosis (CAD) of various conditions. For
example, as described above, by examining the geometry of an orpans tissue for local
Gausian curvatures, regions with abnormal geometry, such as polyps inside a colen
lumen, can automatically be identificd.  This techoique can be generalized and used in
conjunction with texture featurcs to provide CAD funclionality for a number of
applications.

For example, using the multi-scan imaging of the bladder descnbed
above, aulomated delection or wimaors in the bladder wall can be performed. In this
case, the degree of tumor invasion within the bladder wall is generally used to define
the stage of bladder cancer. Using the multi-scan imaging and image sepmenlation
techniques described above, the region of the bladder wail con be readily delineated.
Regions of normal bladder tissue generally exhibit a substantially uniform texture
feature. However, if a lumor is present in the region, the uniform texture feature will
be interrupled. Thus, using texture analysis to evaluals the wall of the bladder, a
region which may exhibit a tumor will present iiself as  disturbance, or “noisy region”
within the uniform texture.

‘The texture of a region can be represented by a probability distribution
function (PDF) which characterizes (he iniensity correlation between voxels within a
defined range. A two-dimensional PDF can be used to represent a texture fealure.
Such a PDE characterizes Lhe correlation between two closest voxels along all
ditcctions. To estimate the PDL, the intensities of any wo closest neighbor voxels ina
region of interest can be recorded as a sample vector for the region of imerest {e.g,
cantext). Using u number of such sample veciors, 8 cumulating distribytion function
(CDF) can be generated which estimates the PDF lor that context. For each voxel,
sample veetors within a range of its neighbar van also be used to generatc a local CDT,

A ytatistical test, such as a Kolmogorov-Smimov test, can be applied to
the CDF to determine whether the CDF of the context and the local CDF are
statistically equivalent, e.g., within a predefined confidence level. If so, the local
texture feature around the current voxel is regarded ay identical 1o the context.

Otherwise, Lhe current voxel exhibits a different texiure feature from that of the
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context and may be regarded as a potential abnonmnality, such as a tumor. The level of
confidence vscd to determine whether a voxel is statistically equivalent to the context
<an be varied to increase or decrease the sensitivily of detection.

In a0 alternative method of applying the PDF or CDF for texture
analyis, cack CDF or PDF can be regarded as a point in a functional linear space. The
distance between two CDF’s or PDF’s in that space can be measired, such a5 in terms
of the Skorohold metric. This distance provides.a measure of the degree of sinilarity
of PDF’s. For example, the distance between a local CDF and the context CDF can be
calculated and the resulting distance can be compared 1o one or mare distancing
threshalds. If the distance is (arge, the local texture may be considered different from
the context, which can indicate that such & voxel belongs to a region with 2 potential
abrnonnality or tumor.  Preferably, the distancing thresholds are determined based on
evaluation of a slatistically sullicient known data scts.

"The distance calculated above ean be used with visualization technigues
and volume rendering techniques, such as 1hose described herein. For example, 2
feature volume datasel Javing a size comparable to the original dataset can ho created.
The intensity for each voxel in he new dataset can then be assigned based upon the
distance between the Jocal CDF and the CDF of the context. When this three
dimensional volume dataset is viewed through velume rendering iechniques, (he
regions which contain suspected tumors will exhibit a higber image intensity than the
surrounding arca.

As was discussed above in connection with automatic detection of
polyps, the surface of a lumen can be represented as a continuonsly second
differentiablc surface in three dimensionai Euclidean space, such as by using a C-2
smoethness suclace made). In such a model, each voxel on the surface of the colon bus
an associated geemelnical feature which has a Gauss curvature, referred to as Gauss
curvalure fields. For various organs, certain expected focal features can be
characterized by distinet curvature templates, For example, in the context of the colun,
the expected Tocal features include smooth curve surfaces, ring falds, convex bills from
u smoath surface and plateavs rom 2 smooth surface. These last two local features

may be indicative of a polyp or tumer. Accordingly, by scarching the Gauss curvature
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fields for specific predetermined local feature templates, polyps, twmors and other
abiormalitics of imtgrest can be antomatically detected. This use of srface geometry
o perform computer assisicd diagnosis can be uscd alone, o in conjunction with the
texlure-based CAD techniques described above.

As an alternative to rendering and viewing the entire organ or region of
inlerest, the surface under ohservation Cz;n be partiioned nto small areas, or patches,
which are defined by the local curvature lemplates. Each patch should contain voxels
which have a common geometry fealure, or curvature template. A single viewing point
is then determined fer the pawsh which allows all voxels of the patch 1o be observed.
The patches are then assigned a priority score indicating the probability ibat the patch
represents a polyp ot other abnormality. The patches can then be observed
individually, in priority order, rather than requiring the aperator lo navigate the entire
organ volume to search out suspeet areas, OF course, u prelerred diagnostic system
includes the ahiliry 1o toggle beiween views such that an operator can readily change
trom viewing a palch to viewing the patch in the contexi of the organ.  Allematively,
these two views can be presented simultancously. Again, the lexture based approaches
can he used to supplement this approach. By mapping the results of lexture analysis
onte the pawches being observed, the texture information can also be observed and nsed
in diagnoses,

The foregoing merely illustrates the principles of the present imaging
and exaimination syslems and methads. 1t will thus be appreciated that those skilled in
the art will be ahlz 10 devise numerous systems, apparatus and metheds which,
although not explicitly showst ot described herein, embady the principles af the
invention and are thus within the spirit and scope of the invention as defined by its
claims,

For example, the methods and sysiems described herein could be
applied to virtually examine an anima), fish or inanimate ohject. Besides the siated
uses in the muedical field, applications of the technique could be used 10 deleet the
contents of sealed objects which cannot be opened. The techniques can also be used
inside an architectural siructure such as a building or cavem and enable the operaror to

navigate through the structure.
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1. A method for performing virtual examination of an object comprising:

20

23

performing at least une scan of an ohject with the ohject distended by
the presence of a contrast agent;

performing at least one scan of the object with the chject relieved of the
contrast agent;

converting the scans to comresponding volume dataséis comprising a
pluzality of vaxels;

performing itnage segmentalion 1o classify the voxels of each scan into
a pherality of coteporics;

registering the volume datasets of cach scan 0 a common coordinate
system;

displaying at least two of the velume datasets in a substantially
simultancous manner; and

performing virtual navigation operations in one of the volume datassts
and having (he corresponding navigation operations take place in at least one other

volume dataset.

2 The method for performing virtual examination according to claim 1, whercin
the ac least one scan of the distended objcet includes a transverse scan and a coronai

scan of the object.

3. The methed for performing virtual examination according to claim 2, wherein
the at least one scan of the relicved object includes a transverse sean and a coronal scan

of the chect.

4. The method for pertorming virmual exaraination according to claim 3, whergin

the object is a bladder.
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a. I'ho method of performing virtual examination according to claim 4, wherein

the scans are computed tomaography scans.

6. The methed of performing virtual examination according to claim 4, whercin

the scans are ultrasound imaging scans.

7. I'he method of performing virtual examination according (o claim 4, wherein

the scans are magnetic resonance imaging scans.

8 ‘The method of performing vireal examination according to claim 7, whergin

the contrast agent is urine.

9. The method for performing virual examination aceording 1o claim 1, wherein
Lhe at Jeast one scan of the relieved object includes a transverse scan and a coronal sean
of the nbject.

10.  The method for performing virtual examination according to claim 1, wherein

the obfect is 4 bladder.

11, Ths method of performing virtual examination accosding to claim 10, wherein

the scans arg computed tomography scans.

12, The meihed of performing virtual examination according o claim 10, whercin

the scans are ultrasound imaging scans.

13, The method of performing virtual examination according to claim 10, wherein

the scans are magnetio Lesonance imaging scans

14, The method of performing virtual examination according to claim 13, wherein

the contrast agent 1§ urine.
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15, The method of performing virmual ¢xantination according to claim 1, farther

comprising evaluating thé at least one scan with the ebject distended and the at least
one 5¢an with the object relieved to identify regions where contrast is more visible in
one of said scans and evaluating the scan with more conlrast in a region of interest 1o

determine physielogical characteristics of the objest.

16.  The method of performing virtual examination according to elaim 15, wherein
said step of image segmentation includes classifying voxels based on local intensity

vectors of the voxels.

17.  The method of performing virtual examination according to claim 16, wherein
the step of image segmentation further includes using a region grawing algerithm 1o

identify regions of the object based on the classified voxels.

18, The method of performing virtual examination aceording 10 claim 1, further
comprising partitioning the volume image datasels inio a plucality of regions related 1o
the coordinate system.

19, The meibod of performing virual examination according to claim 18, wherein
the plyrality of regions include ight regions defined in a three dimensional coordinate

system.

20 A method for performing virtual examination of an object comprising:
performing an imaging scan of the object to acquire image scan data;
canverfing the acquired image scan data 10 a plurality of voxels;
interpolating between the voxels to generate an expanded datasel;
performing image segmeniation to classify the voxels into a plurality of

eategories;
extracling a volume of the object interior (rom the expanded dataset;
generating a reduced resolution dataset from the expanded dataser;

storing the expanded dataset in a tree data strucore;
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rendering images for the expanded dataset and reduced resolution
dataset; and
selecting at least one of the reduced resolution dataset or expanded

dataset renderings for display.

21 The method for performing virtual examination of an object of claim 20,
wherein the sclecting step comprises:
seleeting the reduced resolution dataset during image interaction; apd
sclecting the expanded dataset rendering if no image interaction has

ocewTed in a predetermined time period.

22, The method for performing virtual examination of an ohject of claim 20,

wherein the imaging scan is a computed omography scan,

23 The method for performing virtual examination of an object of claim 20,

wherein the tmaging scan is a magnetic resonance imaging scan.

24, The method for performing virtual examination of an object of ciaim 20,

wherein the imaging scan is an ultrasound imaging scan.

25, The methed for performing virtual examination of an object of claum 20,

wherein the abject is the laomx.

26.  The method for performing virtual cxamination of an object of elaim 20,

wherein the tree structure is a binary space partition tree structure,

27, A method of performing virtual angicgraphy comprising:
acuiring imaging scan data including at least a portion of the worta;
canveriing the imaging scan data to a volume representation including a

pluratity of vaxcls;
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segmenting the volume representation to classify the voxels ioto one of
a plurality of categories;

analyzing the segmented volume representation to identify voxels
indicative of at least a portion of an aneurysin in the aortic wall; and

generzting al feqst one closing surface arcund the voxels indicative of at

least a portion of an aneuryam to estimate the contour of the aneurysm.

28 The methed of performing virual angiography of claim 27, wherein the

imaging scan is a computed tomography scan.

29 The method of performing virtua! angiography of claim 27, wherein the

imaging scan is & magnctic resonance imaging scan,

30.  The method of performing virtual angiography of claim 27, whercin the
segmenting operation classifies voxels in al least the categories of blood, tissue, and

caleium deposits.

3. Themethod of performing virtual angiography of claim 27, further comprising

estimating the volume of the aneurysm using the yenerated closing surfaces,

32 L'he method of petforming virtual angiography of claim 27, further cormprising

generating a navigation path through the aortic lumen.

33 The methed of perlorming virtual angiography of ¢laim 32, further comprising

estimating the length of the aneurysin based on the navigation path.

34, A method of performing virual endoscopy of u blood vessel comprising:
acquiting imaging scan data including at Teast a portion of the vessel;
converting the imaging scan deta to a volume representation including a

plurality of voxels;
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segmenting the volunte represeptation to classify the voxels into one of

a plurality of categories including the categories of blood, tissue, and caleium deposits;

and

generating a navigation path through the vessel,
35, The methed of performing virtual endoscopy of claim 34, wherein the vessel is
acarotid artery.

36, The method of performing virtual endescopy of claim 34, further comprising
the step of derermining the diameter of the carolid artery alony the navigation path to

identily regions of narrowing.

37, The method of performing virtual ungiography of claim 34, wherein the

imaging scan is a computed tomography scan.

38.  The method of performing virtual angiography of claim 34, wherein the

imaging scan is a magnetic resonance inaging scan.

3%, A methed of determining the characteristics of'a stent graft using virtual
angioscopy, comprising:

acquiniag imaging scan data including at least a portion of the aorta;

converling the imaging scan data to a volurmne representation including a
plurality of voxels;

segmenting the volume representation 15 classify the voxels into one of
a pluraliiy of catcgorics;

analyzing the segmented voliine representetion to ideniify voxels
indicative ot at least a portion of au aneurysm in the aortic wali:

gencrating 21 least one closing surface around the voxels indicative of at
least a portion of ar aneurysm to estimate the contour of the aneurysm;

identilying the location of the endpoints of the aneurysm conraur;
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calculating the length between the endpoints of the aneurysm contour to
determine the length of the stent graft, and
ealeularing the diameter of the aortic lumen at the endpoints of the

aneurysin contout to determine the reguired outside diameters of the stent graft.

40.  The method of determining the characteristics ol a stent grafl of claint 39,
further comprising detcrmining the angle of interface ol the aneurysm and normal
aortie lumen to determine an angular direction of a corresponding end of the stent
grail.

41, The method of detenmining the characteristics of a stent prafl of claim 39,
further comprising locating arterial branches proximate the ancurysm (o determine a

maximum length of the stent graft.

42, The method of determining the characteristics of a stent gratt of claim 41,
wherein the arterial branches proximate the aneorysm include at least one of the repal

and femoral arterial branches.

43, The method of determining the characieristics of a stent praft of claim 39,
further comprising conducting a virtal biopsy of the avrtiv region preximate the ends
of the aneurysm to defermine the nature of the tissus at the anticipated graft interface

lacations.

44, A method of defining a skeleton for a three dimensional image representation
of a hellow object fiormed with a plurality of voxels comprising:

identifying a root voxel within the hollow object;

generating a distance map for all voxels within the hollow object, the distance
map being formed using & 26-connected cubic plate of neighboring voxels having
Euclidian weighted distances;

identifying voxels having a local maxima in the distance map as endpoints of

branches in the hollow object; and

JP
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for each local maxinia voxel, determining a shortest connected path (o one of

the root voxel or a previously defined shortest path.

45, The method of defining a skeletor for a three dimensional image representation
of claim 44 further comprising performing multi-resolution data reduction to the three
dimensional image representation to generate a reduced data set for the generating and

identifying operahions.

46 The meihod of defining 2 skeleton for a three dimensional image
represeniation of claim 44 further comprising centralizing the sbortest paths within the

respective branches of the object.

47.  The method of defining a skeleton for a three dimensional image

representation of claim 44, wherein the object includes at least one blood vessel.

48.  The method of defining a skeleton for a three dimensional image representation

of claim 44, whercain the object includes the airways of a lung.

49, The method of definjng a skeleton for a three dimensional image representation

of claim 44, whercin the object includes the bladder.

50.  The method of defining a skeleton for a three dimensional image representation

of claitn 44, wherein the ebject includes the spinal cord of a veriebrate animal.

51, A method of performing compuﬁ:d assisted diagnosis of a region of interest,
comprising:
acquiring imaging scan data including at [cast a portion of the region of

interesi;
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converling the imaging svan data to a volume representation including a
plurality of voxels, at least a portion of the voxels representing a surface of the region
of inferest, and

analyzing said pertion of voxels reprezenting a surfacc for at least nne

of a peometric feature and a textural feature indicative of an abnormality.

32, The method of performing computed assisted diagnosis according to claim 51,
whercin the lextural feature is included in a probability density function characlerizing

a correlation between 1wa voxels of the portion of voxels.

53 The method of pecforming computed ussisted diagnosis according te claim 52,

wherein the lwo voxels are adjacent voxcls.

54, The method of performing computer assisted diagnosis according to claim 52,
wherein intensities of said portion of voxels are used (o generate an eslimate of the

probability dengity funciion.

55. The method of performing computer assisted diagnosis aceording to claim 54,
whercin 2 plurality of voxel intensities are vsed to generate a cumulating distribution
function of the region of interest and a loval cumulating distribution funclion, and
wherein the local cumulating distribution function is compared against the context

cumulating distribution fimetion te identify regions of abnormality.

56.  The method of performing computer assisted diagnosis according te claim 55,
wherein a distance is determined hetween said local cumulating distribution function
and said context cumulating distribution function, the distance providing a measure of

abnormality.

57, The method of performing computer assisted diagnosis according to claim 56,

whersin the distance is used to assign Intensity values to the voxels representing a
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surtace of the region of interest and wherein said method further comprises displaying

said voxels such that variations ir intengity represent regions of abnormality.

58 The method of performing computer assisted diagnosis aceording to claim 57,
wherein the region of interest includes the colon and. wherein the abnormality includes

polyps.

3% The method of perfonning computer assisled diagnosis zccording to claim 31,
wherein the region of interest includes the acrta and wherein the abnormality inciudes

abdominal aortic aneurysms.

68 The method of performing computer assisted diagnosis according to claim 51
wherein the surface is represented as a second dilferennable surface where cach surface
volume unit has ae associate Gauss curvature and wherein said Gauss curvatures

vombine ta form said geometric features.

61, The method of performing computer assisted diagposis according o clajm 59
wherein a plugality of predetermined geometrical feature templatas are defined and
wherein the geomelric features of said surface are compared 1o said templates to

determing a geometric feature classification.
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Serve the voxel x on the top of the queus:
Fuor{ each of x's 26conrecied neighbor voxel y) {
i y ir: the voJume and has not been labeled yet ) |
Line up the ¥ in the queue;

1% lube) the vaxel y 4/
Sel dicr = 9509090
For{ cach of ¥'s 26-conpected neighbor voxel 2}
If( 2 in the volume anif har been eiready lebeled with en integer of 2, ) §
d, =n, +d(y.ak
where d(y,z)is 10, 14 or 17 i the Evclidean distance between y and T is

1.-\/2_.01'-"’5, respectively;
!
IR dist > d, ) (
Iabel y with integer disr;
dist=d;
|
]
'
}
X% leaves the queug;

Else |
end of calewlating the distancs mdp.
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SYSTEM AND METHOD FOR PERFORMING A
THREE-DIMENSIONAL VIRTUAL EXAMINATION OF OBJECTS, SUCH
AS INTERNAL ORGANS

SPECIFICATION
TECHNICAL FIELD
‘I'he present invention relates to a system and method for performing a
volume hased three-dimensional virmal examination, and more patticularly velates to

a system which ofters enhaoced visualization and navigalion properiies.

BACKGROUND OF THE INVENTION

Colan cancer continues (o be a major cause of death throughout the
world. Tarly detection of cancerous growths, which in the human eolen initially
manifest themselves as polyps, can greatly improve a patient’s chance of recovery.
Presently, ther are two convenlional ways of delecting polvps or other masses in the
colon ot a patiznt. The first method is 2 colonoscepy procedure. which uscs a fexible
fiber-optic tube called 4 culonoseope to visually examine the colan hy way of physical
rectal entry with the scope. The doctor can manipulate the lube (o search for any
abnormal growihs in the colon.  The eolonoscopy, although reliable, is both relatively
coslly in money and ime, and iz an invasive. uncomfortable paintul procedure for the
patient,

I'he sccond detection technique is the use of & barium epema and two-
dimensienal X-ray imaging of the colon, The barium enema is used 1o coat the colen
with barfun, and a two-dimensional X-ray image is taken to capture an image of the
colon. lHowever, barium enemas may not always provide a view of the entire volon,
require extensive pretreatment and patient inenipulation, is ofien opetator-dependent
when performing the operation, exposcs the patient to excessive radiatien and cart he
less sensitive than a colonoscapy. Due to deficiencies in the conventional practices

desgeribed above, a more reliable, loss intrusive and less expensive way to examine the
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colon for polyps is desirable. A method to examine other human organs, such as the
tungs, for masses in a reltable, cost effective way and with less patient discomfort Ls
also desirable.

Another leading canse of cancer deaths in the United Sates is bladder
cancer. Tn 1995, there wore 50,000 new cases of bladder cancer reported and 171,000
deaths were teported as a result of this dissase. The most commun test for bladder

cancer is the use of'a uring *

stick™ or conveniional urinalysis. However, such lusks
are penerally only effective at detecting bladder cancer in its later developed stages
and does not provide any information regarding the size or location of a cancerous
growth.  Cystoseopy, the main method of investiguting bladder abnormalitics al
present, provides accurate results and can provide information regarding the relative
size and Incation of any abnommalities. However, cysioseapy is an invasive procedire
which offers a physician a limited ficld of view and lacks an objective indication of
size. Inaddition, cysioscopy is contra~indicated for those patients who have sevare
urethral strictures or active vesical bleeding. Thus, it is tlesitable to develop
alernative procedures for screcning patients for bladder cuncer, especially at carly
slages of cancer development.

Two-dimensional ("2D") visuslization of human organs employing
cnrrently available medical imaging devices, such as computed tomography and MRT
(magnetic resonance imaging), has heen widely uged for patient diagnosis. Thres-
dimensional images can be formed by stacking and imerpolating between two-
dimensional piclures produced from the seanning machines, Imaping an organ and
visualizing its volume in three-dimensianal space would be beneticial duc i its lack
of physical intrusion and the easc of data manipulation. However, the exploration-of
the three-dimensional volume image must be properly performed in arder to fully
exploit the advantages of virtually viewing an orpan (rum the inside.

When viewing the three dimensional ("3} volume virtual image of
an environment, a functional model must be wsed 1o explore the virmel space. One
possible model is a virtual camera which can be used as a point of reference for the

viewer 10 explore the virtual space. Camera control in the context of navigation

" within a general 3D virtual environment has been previously studied. There are two
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conventional types of cumera control offered for navigation of virmal space. The frst
gives the opetator full conlzol of the cumera which allows the operator to manipulaie
the camera in different positions and orientations (o achieve the view desired, The
opcrator will in effect pilot the camera, This allews the operator to explore a
particular section of interest while ignoring other scetions. However, complete
contro] of a camera in a large domain would be tedious and tiring, and an operator
might not view all the Important fealures belween the start and finishing point of the
exploralion.

The second technique of camera control is a planned navigation
mcthod, which assigns the camera a predetermined path to take and which cannot be
changed by the operator. This is akin to having an engaged "autapilot™. This allows
the operator to cencentrate on the virtual space being viewed, and not have tn worry
about steering into walls of the environment being examined. However, this second
technigue does not give the viewer the flexibility 1o alwer the course or investigate an
interesting area viewsd along the [ight path.

It would be desirable to'use a combination of the two navigation
lechniques described above to realize the advantages of both technigues whils
minimizing their respective deawbacks, It would be desizable to apply a flexible
navigation technique (o the examination of human or animal orpans which ure
represented in vireal 3D space in order to perform a non-intrusive prinless thorough
examination. The desired navigation technigue would further allow for a complete
examination of a virwul organ in 3D space by an aperator allowing flexibility while
cnswing a smooth path and eomplete cxamination tuough and around the organ, It
would be additionally desirable to he able to display the exploration of the organ in a
real time setring by using a technique which minimizes the computations necessary
for viewing the organ. "L'he desired teehnique should also be equally applicable 1o
exploring any virtual object.

It is another vhject of the imvention Lo ussign opucity coefficients To
each volume element in the representation in order to make particular volume

elements lransparent or translucent to varying degrees in order to customize the
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visualization of the portion of the object being viewed. A section of the object can

zlso be composited using the opacity coetiicients.

SUMMARY QT TI

The invention generates a three-dimensional visualization image of an
object such as a human organ using volume visualization techniques and explores the
virlual image using & guided navigation system which allows the operator to travel
zlong a predefined flight path and to adjust both the position and viewing angle to a
particular portion of interest in the image away from the predefined path in order to
identity polyps, cysts or other abnormal features in the organ.

A method for performing virlual examination of an abject includes
performing at least one imaging scan of an object with the objeet distended by the
presence of a contrast agent, Tn addition, at least one Imaging scan of the objecl iz
acyuired with the ubject relieved of the contrast agent. Lhe scans are converted to
comespunding volume dutusets formed with a plurality of voxels. Image segmentation
is then performed to classify the voxels of each scan into a plurality of categories.
‘The volume datasets of each scan are registered to a common coordinate system. A
displaying eperation can then be perfonmed where corresponding images at least two
of the volume datasets are substantially simultaneously displayed. Virmal navigation
operations perfarmed in one of the volume datasels results in having the
corresponding navigation operations take pluce in at least one other volume datasct.

Preferubly. the at least one scan of the distended object includes a
(runsverse sean and a coronal sean of the objoct. Similarly, it is preferable thart the at
least ene scan of the relieved abject includes a transverse scan and a coromal sean of
the chjeet. This procedute is particularly well suited for performing virtual
cystoscopy, where the object is the bladder. Tn this case, the sean generally tukes the
form of 2 magnetic resonance imaging scan and (he contrast ageﬂ can be urine.

Another method in accordauce with the present invention is for
performing virtual cxamination nf an abject. In this method, an imaping scan of the
object is performed te aequire imuge scan dara. The acquired image scim data is

converied 1o a plurality of volume units, or voxels. By interpolating between the
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voxels, an expanded dataset is gonerated. Image segmentation can then be performed
to classify the voxcls into a plurality of categories. A volume of the.object inerior is
extracted from the expanded dutasel, such as by using a region growing algorithm
from a seed voxel within the object lumen. A reduced resolution dataset is then
generated trom the expanded datasct. T'o efficiently store and recall the data from the
expanded data sct, this data is stored i tree data structure. Images can then be
rendered fox both the expanded dataset and reduced resolution dataset. One of thesc
images is then selected for viewing. Generally, the reduced resolution dataset is
seleeted during navigation or image interaction whereas the cxpanded dataset is
selected for high resciution, static display.

: A method of performing virtual angiography is atso provided. In this
method, imaging scan data is acquired of af least a portion of the aorta. The imaging
scan data is converled 10 i volume representation including a plurality of voxels. The
volume tepresentation is segmented to classity the voxcls into onc of a plurality of
culegories. The segmented velume representation is then analyzed to identify voxels
indicative of at least a pertion of an anevrysm in the aortic wall, Trom the purtions of
the ancurysm which are identified, at least one closing surface is generated around the
vorcls indicalive of at Jeast a portion of an aneurysm. The closing swface provides an
estimate of the contour of the ancurvam. A navigation path ¢an be established
through the aottic lurnen ad characteristics of the anevrysm, such as length, diameter,
volume and composition, can be determined.

The method of performing virtnal angiography can be used to detect
andd monitor the progression of aneurysims and can also be used in detenmining the
characteristies needed to place a stent araft.

Alse provided is a method of defining a skeleten for a thee
dimensional image represemation of a hollow ahject formed with a plurality of
voxels. A root voxel is first idantified within the bollow object. A distance map is
then generated for all voxels within the hollow object. The distance map is formed
using a 26-connected cubic plate having Cuclidian weightled distances, Those voxels
having a local maxima in the distance map are identified as endpoints uf bronches in

the hollow objegt, For each local masima voxel, a shortest conheeted path to either
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the roct voxel or a previously defined shortest path, is determined. The collection of
shortest paths is the rough skeleton of the object, This technique is particularly swell
suited for muliibranch siructures such as the respiratory system and eardio vaseular

system.

BRIEF DFSCRIPTION OF THE DRAWINGS

Further objects, features and advantages of the invention will become
apparent from the foliewing detailed deseription taken in conjunction with the
accompanying figures showing a preferred embodiment of the invention, on which:

Figuare 1 is a flow chart of the steps for performing a virlual
examination of an object, specifically a eolon, in aceordance with the invention;

Tigure 2 is an illustration of 2 "submaring” camera madel which
pertarms guided navigation in the virtua! organ;

Tigure 3 is an illustwation of a pendulum used to model pitch and roll of
the "submaring” camera;

Figurc 4 is a diagram illustrating a two dimensional cross-section of a
volumeiric colon which identifies two blocking walls;

Figure 3 is a diagram illustrating a two dimensional cross-section of o
volumetric colon upon which start and finish wolume elements ure selected;

Figore 6 is a disgram illusirating a fwo dimensional exoss-scction of a
vohimetric colon which shews a discrete sub-volume enclosed by the blocking walls
and the colon surfuce;

Figure 7 is a diagramn iHlustraling & two dimensional cross-section of a
volumetrie colon which has multiple layers peeled away;

Figure § is a diagram illustrating a two dimensional eross-section of a
volumetric colon which contains the remaining [light path;

Figure 9 is a flow vhart of the steps of generating a velume
visualization of the scanned organ;

Figure 10 s an illustration of a virtual colon which has been sub-

divided inio cclls;
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Figure 11A is a graphical depiction of an organ which is being vittually
examined;

Figure 118 is a graphical depiction of a stab tree generated when
depiciing the organ in Fig. 114;

Figure 11C is a [urlher graphical depiction of u slab Lree generated
while depicting the organ in Kig. 114,

Fieoms 12A s » graphicul depictivn of & scene Lo be rendered witk
objects within certain eells of the scene;

Figure 12B is a graphical depiction of a stab trec gencrated while
depicting the seene In Fig, 124;

Tigures 12C-12E are firther graphical depictions of slab lrees
generated while depicting the image in Fig. 12A;

Figure 13 is a two dimensional representation of a virtual colon
containing a polyp whuse layers cun be removel;

Yigure 14 is o diagram of o system vsed ¢ perform a virtual
exumination of & human organ in accordance with the invertion;

Figare 13 is a flow chart depicting an improved image segmentarion
method;

ligure 16 is a graph of voxel intensity versus frequency of a typical
abdominal CT data set;

Figure 17 is a perspective view dizpram of i intensity vector sttucture
including a voxel of interest and its selected neighbors;

Figure 18A is an exemplary image slice from a CT scan of a hurman
abdominal region, primarily illustrating a region including the lungs;

Figare 18B is a pictorial diagram illustrating the identification of the
lung region in the image slice of Figure 184;

Figure 18C is a picterial diagranm illustrating the removal of the lung
volume identified in Figurc 18R,

Figure 19A {s a exemplary image slice form a CT scan of u human
abdominal tegion, primarily illustrating a region including a portion of the ealon and

bone;
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Figurc 19B is a pictorial diagram illustrating the identification of the
celon and bone region from the image slice of Figure 19A;

Figure 19C is a pictorial diagram illustrating the image scan of figure
192 with the regions of bone remaved; and

Figure 20 is a flowchart illustrating a xethod Tor applying (exiuic to
mannchrome immage data.

Figure 21 is a tlowchart illusirating a method for volume rendering
employing a thst perspective ray easting technique;

Figure 22 is a flowchart illustrating a method for determining the
central {light path through 4 colon lumen employing a volume shrinking technique.

Tigure 23 is a flowehart further illustrating a volume shrinking
technigue for use in the method illustraied in Figure 22.

Figune: 24 iz a three dimensional pictorial representation of a
segmented colon lumien with a central fly-path generated therein,

Figurc 25 js a flow chart illustrating g methed of generating a central
flight path through a colon lumen empleying a segmentation technique.

Tigure 26 is a block diagram of a system embadiment based on @
petsonal computer bus architecture

Figure 27 is 4 flow chart illustrating a methed of perfonning volume
imaging using (he system of Figure 26,

Figure 28 is a tlow chart illustrating a multi-scan method for
performing virual cxamination of an object, such as a bladder {virtual cystoscopy).

Figure 29 1s a pictorial representation of a display window suitabie for
presenting imaging results from the virtual cysioscopy method of Figure 28 amd
providing illustrative outside views of a bladder straciuze.

Figure 30 1s a pictorial representution of a display window suitalle for
presenting imaging results om the virtual eystoseopy method of Figure 28 und
providing illustrative interior views of a hladder gtrocture.

Figure 31 75 u flow chart of a method of perforning virtuul

cxamination of an object. such as the larynx, using nltireselulion viewing,
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Figure 32 is a flow chart of a method for perferming virmal
anglogruply.

Figurcs 33A-C are pictorial views of a purtion of the aoria illustrating
the presence of an abdominal aortic aneurysm.

Figure 34 g a flow chart illusirating & method for generating a skeleton
structure of an ohject.

Figure 33 is u schemalic diagram of a 26-copnacted, Buclidean
weighted, cubic distance plate.

Figure 36 is a dingram illustrating pseudo-code of a process for

generating a distanee map for nse i the methed of Figure 34,

DETAILED DESCRIPTION CF PREFERREL EMBODIMENTS

While the methods and systems described in this upplicalion can be
applicd to any objec! (v be examined, the preferred embodiment which will be
described is the examipation of an organ in the human body, specifically the colon.
The ¢olon iy long and twisted which makes it especially suited for a virtaal
exumination saving the paticat both money and the discomfort and danger ofa
physical probe. Other examples of organs which can be examined, without limitation,
include the lungs, stomach and portiens of the gastro-intestinal system, the henrl and
blood vessels. ’

Fig. 1 illustrates the steps necessary (o perform a virlual colonoscopy
using valume visualization techniyues, Step 101 preparcs the colon to be scanned in
order to he viewed for exuminalion if required by either the doctor or the particular
scanuing instrument. This preparation eould include cleansing the colon with a
“cocklail” or liquid which emers the colon alter being orally ingested and passed
through the stomach, The cocktail forces the patient to expel waste material thal s
present in the celon. One example of a substanee used is Golytely, Additionally, in
the case of the colon, air or CO, can be forced Luto the colon in order to expand it to
make the colon cagior 10 scan and examine, This is accomplished with o smail tubz
placed in the roctum with approximately 1,000 oo of uir pumped into 1he colon io

distend the colon.  Depending upon the type of scatmer used, it may be necessary for
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the patient Lo drink a conirast substance such as baritm to coat aity unexpunged slocl
in order 10 distinguish the waste in the colon from the colon walls themselves,
Allematively, the methed for virtnally examining the colon can remove the virmal
wastc prior (o or during the virhual examination as explained later in this specification.
Step 101 docs not need to be performed in all examinations as indicated by the dashed
line in Fig, 1.

Step 103 scans the orgun which is to be examined. The seanner can be
an apparatus well known in the art, such as a apival CT-seamner for scanning a colon
ora Zenita MR muchine [or scanning a lung labeled for example with xenon gas.
The seanner must be able to take multiple images from different positions around the
body during suspended respiration, in order to produce the data necessary for the
volume visualization. An example of a single CT-image would usc an X-ray beam of
Smm width, 1:1 {0 2:1 pitch, with & 40cm field-ofview heing performed from the top
of the splenic flexure of the colon o the rectum.

Discrete data represealutions of suid ebjeet can be produced by other
metheds hesides seanning.  Voxel data reprosenting an object can be derived from a
peomelric model by techniques deseribed in U.S. Pat, No., 5,038,302 entitled "Method
of Converting Continuous Three-Dimensional Geometrical Representations into
Discrete Three-Dimensional Voxel-Dased Representations Within a Three-
Enmensional Voxel-Based System” by Kaufman, issued Aug. 8, 1991, filed July 26,
1988, which is herchy incorparated by reference. Additionally. data can be produced
by a computer model of an image which can be converted o three-dimension voxels
and explored in accordance with this inventon. Onc example of this type of duota is a
computer simulativn of the turbulence surrounding a space shuttle craft,

Step 104 converts the seanned images into three-dimensional volume
elements (Voxcls). In the preferred embediment for examining a colon, the scap data
is reformatted into Smun thick slices at inerements of Lmm or 2.5mn1 and
reconstrucied in lmm slices, with each slice represented as a matrix of 512 by
312 pixels. By doing this, voxels of approximately 1 cubiv mm are ereated. Thos @
lavge number ui 2D slices are gencrated depending upon tha iength of the scan. The

set ol 20 shiees is then recunstructed 10 3D voxcls. The cunversion process of 20
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images from the scatmer into 3D voxels can cither be porformed by the scanning
muachine itsell or by a scparatc machine such as a computer with techniques which are
weell known in the art (for example, see 17,5, Pat, No. 4,985,856 entitled "Method and
Apparatus for Storing, Accessing, and Processing Voxel-based Data” by Kanfroan el
al.} issued Jan, 15, 1991, filed Nov. 11, 1988; which is hereby incorporated by
reference).

Swep 105 allows the operator to define the portian af the selected organ
to be examined. A physician may be interested in a parliculur section of the colon
Likely to develop polyps. The physivian van view a two dimensional slice overview
map to indicate the section to be examined. A starting point and finishing poiut of a
path to be vicwed can be indicated by the physician/operator. A conventional
compuler and computer interface (e.g., keyboard, mousc or spaceball) can be used 1o
designaze the portion of the colon which is to be inspacted. A grid systern with
coerdinates can be used for kevboard entry or the physician‘operator can "click” an
the desired peints. The entire image of the colon san also be viewed iF desired.

Step 107 performs the planned or puided navigation operation of the
virtual organ being examined. Performing a puided nuvigation operation is defined as
navigating through an environrnent along » predefined or automatically predetermined
flight path which can be manually adjusted by an operator a any time. After the scan
dula has been converted to 31 voxels, the inside of the organ must be traversed from
the sclected start 1o the selected finishing puint. The virtual cxaminaions is medeled
on having a tity camera traveling through the virtual space with 4 leny poiniing
towgrds (he finishing point. ‘LThe guided navigation technique provides a level of
interaction with the camera, so that the camera can pavigate through a virtual
environment automalically in the case of no operator interaction, and at the same time,
allow the operator to manipulate the camera when necessary. The preferred
embodiment of achieving guided pavigalion is to use a physically based camera model
which employs potential fields to control the inuvement of the camera and which are
described in detail in Figs. 2 and 3.

Step 108, which can be performed concurrently with step 107, displays

the inside of the organ from the viewpoint of the camera madel along the selected
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pathway of the guided navigation operation. Three-dimensioual displays can be
generated using techniques well known in the art such as the marching cubes
technique. However, in order to pruduce a real time display of the colan, & technigue
is required which reduces the vast nunber of computations of daia necessary for the
digplay of the virtual organ. Fig. 9 deseribe this display step in more detuil,

The method described in Figure | cun also be applied to scanning
multiple organs in a body at the same time. For example, a patient may be examined
for cancerous growths in both the colon and lungs, The methed of Tigure 1 would be
medified 1o sean all the areas of interest in stop 103 and 1o select the current organ to
be examined in step 105, For example, the physician/operator may ivitially seleet the
colon to virtually cxplore and later explore the lime,.  Alternatively, two different
doctors with different specialtics may virtually explore dilferent scamed argans
relating to their respective specialties. Following step 109, the next organ to be
examined is selected and its portion will be defined and cxplored. This continues
uintil all organs which need examination have been processed.

The steps described in conjunction with Figure 1 can also be applied io
the exploration of any object which can be represented by volume elements. For
example, an architcetural structure or inanimate ohject can be represented and
explorad in the same manner.

Figure 2 depicts a "submurine” camera control madel whick performs
the guided navigation technigue i step 107. When therc is no opcrater continl during
gnided navigulion, the default navigation is similar ta that of planned navigation
which aviomaticully directs the camera along a flight path from one selected end of
the colon to another. During the planned navigation pbase, the camera srays- at the
center of the colon for obtaining betier views of the colonic surtface. When un
interesting region is encountered, the operator of the virtual camera using guided
navigation can interactively hring the camera close to a specific region and direet the
mation and angle of the camera to study Lthe interesting area in detail, without
unwillingly colliding with the walls of the eolon, The operator cim eontrol (he cmera
wilh 4 standard interface device such as a keyhoard, mouse or non-standard device

such ar a spaceball. In order 10 fally operate 2 camera in a virlual environment, six
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deprees of fieedom tor the canera is required. The cumera must be able to move in
Ihe horizontal, vertical, and Z direction (axes 217}, as well as baing able to rotate In
another three degrees of frecdom (axes 219) to allow the camera to move and scan all
sides and angles of a virtwal environment. The camera model Jor guided navigation
5 includes un inextensible, weightless rad 201 connecting two particles x, 203 and x;
203, both particles being subjected to a potential feld 215, The potential field is
definad to be highesl at the walls of the organ in order to push the camera away from
the walls.
The pasitions of the particles are given by x, and x,, and they ars

10 assumed to bave the same mass 7. A camera is attached at the bead of (he submarine
X, 203, whosc viewing direction ceineides with x,x,. The submarine can perfom
translation and rotation around the center of mass x uf the model us the two paricles
are affected by the forees from he polential ficld iy which is defined below, any
friction forees, und any simulated external foree. The relations between x,, x,, and x

15 are as folfows:

= ()
r = (rsindcosp,rsindsing,recosd),
x5 =x+tr,
X, =X-1, (1)

20
whete 1, 8 and ¢ are the polar coordinates of the vector XX,
The kinetic encrgy of the model, T, is delined as the summation of the kinetic
energies of the movements of x, and x.:

T = %(:‘c';'+:\':§)
= mx® +mp®

= m{? F 3+ B+ mrt(d® 4 Pt €}

Then, the equations for the motion of the submarine model are

25 ohtained by using LaGrange’s equation:
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whers the q;s are the generalized coordinates of the model and can be considered as

the variables of time ras;

{G1: 92, 93, ‘Ih‘IE.qa) = {‘519}3,9!45)16) = q“)l (4)

with v/ denoting the roll angle of our camera system_ which will be explained later.
The E5 are called the gereralized forces. The conirol of the submarine is performed

by applying u simuleled external forec to x,,

Femt = (Fm Fy: Fz)’

and it is assumed that both x, and x; uré affected by the forces from the potential field
and the Frictions whith act in the opposite dircetion of cach particle’s velocity. Consa-

yuently, the peneralized forces arc formulated as follows:

"
F;

—mVV{xl) bl IUJIC1 + Fe:h
—mV V() — k%, {5)

H

whiere k denoles the frietion coefficient of the system. The external force B is
applied by the aperator by simply clicking the mause button in the desired direction
207 inthe generated image, as shown in ligure 2. Thiz camera model would then be
moved in that direction. This allows he operator to eontrol al least five degrees of
freedom of the camera with culy a single click of the movss butor, From Equations
(2), (3)yand (53, it can be derived that the accelerations of the five puramcters of our

suhmarine mode! as:
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_1(19V(:c,_) 4 BV(:BJ) _ g:_:_ o

£ FR 2m'
i = &@umw
__{m eos ¢(BV(x1) EV(xz)]A_ gls(ew(xl) a‘w’(xz))}
mo(sv(x,) dV(x;))J
J‘_H Fr—{(Prcosbeond + Fyoosdsing — Fuuin¥),
$ = sm3[ 2a¢ma
~ i s g P a‘;(:‘“))+=a=¢(a‘;f;“)—B';f:’)l}
—%g‘&sina + ﬁ;(‘n sin g+ F, cos ¢))], {6)

where x  and X denote the first and the second derivative of x, respectively, and

[av(x) ix  BVix)

— P — ) denotes the gradient of the potential a1 4 point x.
ax dv 8z

B 20% cosl

The terms §2sindoost of §  and
ing

of ¢ are culled the

vertrifugal force and the Corfolis force, tespectively, und they ure concemed with the
exchange of angular veloritics of the submarine. Sinee the model dacs not have the
meent of inertia defined for the rod of the subruaring, these tenns tend to cansc an

averflaw of the oumeric caleulation of . Forfunately, thesc terms heeoms significant
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only when the angular velorities of the submarine model arc significant, which
wesenilially means that the camera moves too fast. Since it i5 meaningless to allew the
canera to move so fast because the organ could not be properly viswed, these terms
are minimized in our implementation to avoid the overflow prablem.

From the frst three formulas of Fquation (6), if is known that the
submarine cannot be propelled by the externat faree against the poiential field if the

following eondition is satisfied:

WV (] + VV(xz)| > %

Since the velocity of the submarine and the external force F,,, have upper limits 0 our
implementation, by assigning sufficiently high pricntial values al the boundury of the
objects, it can be guaraniced that the submarine never bumps against the objects or
walls in the environment,

As mentioned previously, the roll angle v of the camisra systern needs
le be considered. Onc possible option allows the operator full control of the angle y.
Howegver, although the operator can rotate the camera freely around the rod of the
model, he or she can gasily become discriented. 'I'he preferved techniqus assuntes that
the upi:cr direction of the camera is connected to a pendulum with mass 7 301,
which rotates treely around the rod of the submarine, as shown in Figwee 3. The

direction of the pendulum, r,, i3 expressed as:

T2 = 72(c0s8 @ cos ¢ 5in ) + sin ¢ eos b, cos # sin drin 4 — cos Peosed, - sin f sin 0],

although it is possible to calculate the uccurate mevement of this pendulum along
with the movenent of the submurine, it makes the system cquations too comnplicated,
Therefore, it is assumed that gll the generalized eontrdinates except the roll angle yr are

constants, and thys define the indopenduni kinetic energy tor the pendulum system as:
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This simplifics thc model for the roll angle, Since i is assumed in this mode that the

gravitational forec

By = mag = (Maga, Magy, Magds)

acts at the mass point a1, the ucceleration of y can be derived using LaGrange's

equation as:

= -}{g,(cos cos pcos g — sin ¢sin )

+g,{cos i sin ¢ cos 9 + cos & sin )

+g:(—sin feos )} — ;—221[: n

From FEquations (6) amd (7), the generalized

coerdinates gft) and thelr derivatives git) are calculated asymptotically by using

Taylor series us:

o=
-
+
e

]

a0+ hie) + i) + 00,
4(t) + hé(¢} + O(AY),

o

=
o
+
G
It

lo frecly move the submarive. To smooth the submaring's mation, the time step b is

selected as an equilibrium value between heing as small as possibie to smooth the

matian bul as large as necessary to reduce compulstion cost.
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Definition of the Potential Ficld

The potential field in the submarine model in Figure 2 defines the
boundarics (walls or othcr matter) in the virtual organ by assigning a high potential (o
the boundary in order to ensure that the submarine camera docs not collide with the
walls ot other boundary. If the camera model is attempted to be moved into a high
potential arsa by the operator, the camerq model will be restrained from doing so
unless the operalor wishes to examine the organ behind the boundary or inside a
polyp, for example. In the cuse of performing a virtaal colonuscopy, a potential field
value is assigmed to each pices of volumetric colon: data {volume element). When a
particular region of interest is designated in step 105 of Fig. 1 with a start and finish
point, the voxels within the sclected area of the scanned colon are identified using
canventional blocking operations. Subsequently, = potential value s ussigned to cvery
voxel x of the selected volume hased on the following three distance values: the
distance from the finishing point dt(x), the distance trom the colon surface ds(x) and
the distance from the center-ine of the colon space defx). difx) is calevlated by using
a conventionul growing strategy. The distance fiom the colon swrface, ds(x), is
campuled using a conventional technique of growing from the surface voxels inwards.
To delermine de(x), the center-line of the colon from the voxel is first extracted, und
then de(x) is conrputed using the conventional growing stralegy from the cemter-line
of the eolon,

Ta calculate the center-ling of the selecled colon arca defined by the
user-specified start point and the user-specified finish point, the maximum value of
ds(x} is located and denoted dmax. Then for each voxel inside the area of interest, a
cost value of dmax - ds(x) is ussigned. Thus the voxels which are close to the colon
surface have high cost values and the voxels close to the center line have relatively
low cost values. Then, based on the cost assignment, the single-source shortest path
techiique which is well known in the art is applied to efficienily compute a minimum,
vost path from the source point 10 the finish point. This low cost linc indicates the
center-line or skelston of the colen section which is desired to be explored. This

technique for detcrmining ihe center-line is the preforred teehnique of the invention.
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To compute the potential value Vi(x) for a voxel x inside the arca of

interest, the [ullowing formula 1s employed:

Vi) = G s Gl gy

™ (8)
where C,, C,, p and v are constants chosen for the 1ask. In order fo avoid any
coilision between the virteal camera and the virtual colonic surface, a sufficiently
large potential value is assigned for all points guteide the colon, The gradient of the
poieniial field will therefore became so significant that the submarine model camera
will never collide with the colouic wall when being run.

Another technique to determine the center-line of the path in the colon
is vulled the "pesl-layer” teclnique and is shawr in Figure 4 through Figure &,

Figuro 4 shows 4 2D cross-section of the volumetric colon, with the
two side walls 401 and 403 of (he colon being shown. Two blacking walls are
selected iy the operator in order (o detine the section of the colon which is of interest
to exaimue. Nothing can be vicwed beyond the blocking walls, This helps reduce the
number of compuiations when displaying the virtval representation. The blacking
walls together with side walls identify a contained volumetric shape of the colon
which is (o be explored.

Figure 5 shows two end points of the fight puth of tie virtual
examination, the start volume element 501 and the linish volume clement 503, The
stavt and finish points are selected by the operator in step 105 of Fig. 1. The vousls
between, the starl and finish points and the colon sides arc identified and marked, as
indicated by the aren designated with "x"s in Fip. 6. Lhe voxels are threo-dimensional
representations of the picture element,

The peel-layer technique is then applied (o the identified and marked
voxels in Fig, 6. The outermost layer of all the voxels (closest 1 the colen walls) is
pecled off step-by-step, until there is only one inner layer of voxels remaining, Stated
differeatly, cach vexel furthest away from a center point s removed it the removal

does not lead to a disconnection i the path hetween the start voxel and the finish
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wiel, Bigure 7 shows the intenmediate result atter 2 number of Tterations of peeling
the voxels in the virmal colon are complate. The voxels closest 1o the walls of the
celon have been removed. Fig. 8 shows the final Qlight pzth for the camera model
down the eonter of the colon atter all the peeling iterations are complete. This
produces essentially a skeleton at the center of the colon and becomas the desirad

flight path for the camera model.

Z- Buffer assisted visibility

Figure & deseribes a real time visibility technigue to display of virtual
irnuges seen by the camera model in the virinal three-dimensional volune
representation of an organ. Figure 9 shows a display technique using a modified Z
buttes which corresponds to step 109 in Fig, 1. The number of voxcls which could be
possibly viewed from the camera model is extremely large. Unless the total number
ol elements {or polygons) which must be computed and visualized is reduced from an
entire set of voxels in the scanned environment, the overall number of computaticns
will make the visualization display process cxecedingly slow for a largs internal avea.
However, in the present invention only those fmages which are visible on the colon
surface need to be compuied for display. The scanned environment can be subdivided
ink smaller sections, ot cells, The Z buffer technique then renders anly a portion of
the cells which ure visible from the camera, The Z bulfer echnigue is also used for
three-dimensional voxel ropresentations. The vse of & modified Z butfer reduces the
mumber of visible voxels to be computed und allows for the real time examination of
the virtual eolon by a physician or medical technician,

The areu of interest from which the eonter-ling has been calculated in
step 107 is subdivided inww cells before the displuy technique is applizd. Cells are
collective groups of voxels which become a visibility unit. The voxels in vach cell
will be displayed as a group. Each cell containg & number of portals through which
the other cells can be viewed. The enlon 1s subdivided by beginning at the sclected
wtart point and moving along the center-line 1001 wwards the finizh point. The colon
is then partitioned into cells (for example, cells 1003, 1005 and 1907 in Fig, 107 when

a predefined threshold distance glong the center-path is reached. The threshold
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distance is bused upon the specifications of the platform upon which the visualization
technique is performed and its capabilitios of storage and provessing. The cell size is
directly related to the number of voxels which can be stored and processed by the
platform, One example of a threshold distance is 5cm, although the distance can
greatly vary, Each cell has twe cross-seciions as portals for viewing cutside of the
cell as shown in Fig. 10,

Step 901 in Fig, 9 identifies the cell within the selected organ which
currently conlains the camera, The cwrent cell will be displayed as well as all other
cells which are visible given the oricntation of the camera. Step 903 builds a stab tree
(lrew dingram) of hicrarchical data of potentially visible cells from the camera
(through defined portals), as will be described in further detail hereinkelow. The stab
trec contains a nede tor every cell which may be visible to the camera. Some of 1he
cells may be transparent without any blocking hodies presant so that more than one
cell will be visible in a single direction, Step 903 stores a subset of the voxels from a
cell which include the interseciion of adjeining ccll cdges and stores them at the
outside edys uf the stab lse in order to more efficiently determine which cells are
visihle,

Step 907 checks if any loop nodes are present in the stab tree. A loop
node occurs when two or more edges of a single cell both barder on the sume nearby
cell. This may oceur when a single cell ia surrounded by ancther cell, If a loap node
ia identified in the stab tres, the method continues wilh step Y09, If there is ne loop
node, the process goes 1o step 911,

Step 909 collupaes the two cells making up the loop node inle vne
larpe nade:, The stab tree is then corrected accordingly. This eliminales the problem
of viewing the same cell twice because of a loop node. ‘The step is performed on all
identified loop nodes. The process then continues with step 911,

Step 911 then initiates the Z-bffer with the largest 2 value, The 7.
valu¢ defines the dislance away from the camera ulong the skeleton path. The tree is
then traversed 1o tirst check the inlersection values at cach node. If a node
intersection is covered, meuning that the cument portal sequence is eccluded (which is

determined by the 7 buffer test), then the taversal of (ke current branch in the tree is
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stopped. Step 913 traverses each of tive branches to cheek if the nodes are covered
and displays them if they are not.

Step 915 then censtructs the image to be displayed on the operator's
scrcen from the volime elements within the visible cells identificd in step 913 using
one of a varety of techitiques known in the art, such as volume rendering by
compositing. The only cells shown are those which are identified as potentially
visible. This techmique limits the number of cells which requires caleulatiens in order
1o avhieve a real time display and corraspondingly inereases the speed of the display
Tor beiler performance. This technique is an inprovement over prior techniques
which caleulate all the possible visible data points whether or not they are actually
viewed. i

Figure 11A is a two dimensional pictorial representation of an orpan
which 1s being explored by sulded navigation and needs t be displayed ta an
operator. Organ 1101 shows (wo side walls 1102 and an object 1143 in the center of
the pathway. The organ has been divided Into four eclls A4 1151, B 1133, C 1155 and
D 1157, The camera 1103 is tacing towards cell D 1137 and has a field of vision
deflined by vision vectors 1107, 1108 which can identify a cone-shaped field. The
cells which can be potentially viewed are cells B 1153, C 1155 and D 1157, Cell &
1155 is completsly surrounded by Cell B and thus constitutes a node nop.

Fip. 11B is a representation of a stab tree built from the cells in Fig.
1A, Node A 1109 which contains the camera js al the oot of the tree. A sight ling
or sight cone, which is a visible path without being blocked, is drawn to node B 1110,
Node B has direet visible sight lines to both node € 1112 and node D 1114 and which
is shown by the connecting arrows. The sight linc of node C 1112 in (he direction of
the viewing camera combines with node B 1110. Node C 1112 and node B 1110 will
thus be: eollapsed into one large node B' 1122 as shown in Fig. 11C,

Fig. 11C shows node A 1109 crntzining the camera adjacent o node B
1122 (zomaininy both nodes 13 and node Cand node D 1114, The nodes A, B and D
will be displayed at lenst partially tn the nperator.

Figs 124 - 12E illustrate the use of the modified Z butfer will cells

thal vontain objects which obstruct the views. An object could be some wasts
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material in a portion of the virtual colon. Fig. 12A shows a virtual spuce with
10 potential cells: A 1251, B 1253, 1255, D 1257, E 1259, F 1261, 1263, H 1265,
11267 and § 1269, Some ot the cells contain objcets. If the camera 1201 is
positioned in cell | 1267 and is facing toward cell T 1261 as indicated by the vision
vectors 1203, then a stab tree is generated in accordancs with the technique illustrated
by the flow diagram in Fig. 9. Fig. 121 shows the stab tree generated with the
intersectien nodes showing for the virtual representation as shown in Fig, 12A. Tig
128 shows cell T 1267 as the rool node of the tree because it comains the camera
1201. Node 11211 is poiniing o node F 1213 (as indicated with an arrow), hocause
cell F is directly connected to tha sight line of the camera. Node F 1213 is pomting o
both node B 1215 and node E 1219, Node B 1215 is pointing to node A 1217, Node
C 1202 is complately blocked from the line of sight by camera 201 50 is not included
in the stub iree.

Fig. 12C shows the stab tree after node 11211 is rendered on the
display for the operator. Node 11211 is then removed from the stab tree because it
has already been displayed and node F 1213 becomes the roci. Fig. 12D shaws that
node F 1213 is now rendered to join node I 1211. The next nodes in the tree
connected by arrows are then checked to see if they are already covered {already
processed). In this example, all of the intersected nodes from the camera positioned
incell 11267 has been covered so that node B 515 (and therefore dependent node A)
do not need to be rendered on the display.

Fig. 12E shows node E 513 being checked o deiermine i its
intersection has been eovered. Since it has, the only rendered nodes in this cxample
af Fignre 12A-12E are nodes [ and F while nodes A, B and E are not visible and do
uot need Lo have their cells prepaved 1o be displaved,

The modifiad Z buffer technique described in Figure 9 allows for fawer
computations and can be applied to an object which has been represented by voxels or
other data elements, such as polygons.

Tigure 13 shows a two dimensional virtual view of a colen with a larae
polyp present along oue of its walls. Figure 13 shows a selocted scetion of @ patient's

colan which is to be examined further, The view shows two culon walls 1301 and
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1303 with the grow(h jndicated us 1305. Layers 1307, 1309, and 1311 show inner
layers af the growlh. T Is desirable tor o phyysician o be able to peel the layers of the
polyp or tumor away te look inside of the mass for any canceraus or other harinful
material. This process would in effect perform a virtual biopsy of the mass without
actually cutting into the mass, Once the colon is represented virmally by voxels, the
procoss of peeling away layers of an objeet is easily performed in a similar manner as
described in conjunction with Figs, 4 through §. The mass can also be sliced so that a
particular cross-seetivn can be examined. In Fig. 13, a planar cut 1313 can be made
so that a particular portion of the growth can he examined. Additionally, a user-
defined slice 131% can be made in any manner in the growth. The voxels 1319 can
cither be peeled away or modified as explained below.

A transfer funcliun can be performed to each voxel in the arca of
interest which can make the obiect wansparent, semi-transparent or opaque by altering
coetlivients representing the translucently for gach voxel, An opacity cocfticient is
assigned to cach voxel based on i1s densily. A mapping function then (rumsforms the
density valuc to a coefficient representing its transhucency. A high densily scanned
voxel will indicate either a wall or other dense matter hesides simply open spacc. An
operator or program routine could then change the opacity coefficiem of a voxel or
grouy of voxels to make thain appear wansparent or semi-transparcnt to the submarine
camera model, For example, an operator may view a tumor within or outside of an
entire growth, Or a transparcnt voxel will be made (0 appear as if it is not presen. for
ihe display step of Figure 9. A composite ol & section of the object can be created
using a weighted average of the opacity coetficicnts of the voxels in that section,

I a physivian desires to view the various lavers of a polyp to look for a
cancerous areas, his van be performad by removing the outer layer of polyp 1305
yielding a first layer [307. Additionally, the first inncr layer 1307 can be siripped
back to view second inner layer 1309. The second inner layer can be stripped back to
view third inger layer 1311, cte. The physician could also slice the polyp 1303 and
view only those voxels within a desired section. The slicing arca can be completely

user-defined,
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Adding an opacity coefficient can alse be nged in other ways to aid in
the exploration of a virtual system. If waste material is present and has a density as
olher properiics within a certain known range, the waste can be made transparent i
the virtual camera by changing its opacity coefficient during the examinaiion. This
will allow the palient to avoid ingesting 2 howel cleansing agent belore the provedure
and make the examination faster and easicr, Other objects cun be similarly made to
disappear depending upon the actual spplicaton, Additionally, some abjects 1ike
polyps could be enbanced electronically by a contrast agent followad by a use of an
appropriate transter tunction.

Figure 14 shows a system: fur performing the virmal sxamination vl an
object such as a human organ usiog the techniques described in this specification.
Paticnt 1401 Ties dovm on a platform 1402 while scanning device 1405 scuns the arsa
that contains the crgan or drgans which are 1o be examined. The scanping device
1405 contains a scanning portion 1403 which actually takes images of the patient and
an electronics portion 1406. Elecwronics portion 1406 comprises an jnterface 1487, a
centeal processing unit 1409, a memory 1411 for temporuily storing the scanning
data, and a second interface 1413 for sending datu to he virtual navigation platform.
Imterface 1407 and 1413 could be included in a single interface component or vould be
the same component. The components in portion 1406 aze connected together with
conventional cunnectors.

Tn system 1400, the data provided from the scanning portion of device
1403 is transferred to portiun 1405 for processing and is slored in memory 1411,
Central processing unit 1409 converts the scanned 2D data to 30 voxel data and
stores the wsults in another portion of memory 1411, Alternatively, the converted
data could be dircetly sent 10 interface unit 1413 to be transferred to the virlual
navigation terminal 1416, The conversion of the 2 duta could also take place at the
virtual pavigation terminal 1418 after being ransmitied from interface 1413, Inthe
preferred embodiment, the converted data s transmitted over earrler 1414 to the
virtual navigation terminal 1416 in order for an operator to perform the virlzal

examination. The data could also be transperted in other conventional ways such as
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storing the data on # storage medium and physically transporting it 1o terminal 1416 or
by using satellite tunsmissions,

“The scarmed data may not be converted to its 312 representation ymtil
ihc visualization rendering engine requires it to be in 3D form, ‘I'his saves
computational steps and memory storage space.

Virtual navigation terminal 1416 includes a screen for viewing the
virtual organ or other scanned image, an clectronics portion 1413 and inlerface control
1419 such as a keyhourd, mouse or spaceball. Electronics portion 1415 comprises a
interface port 1421, 4 cenlral processing unit 1423, other components 1427 necessary
o Tun the termina) und 2 memory 1425, 'I'he components in terminal 1416 are
connected together with conventional connectors, The converted voxel daia is
received In Interface port 1421 and stored in memory 1425, The central processor
unit 1423 then assembles the 3D voxels into a virual tepresentation and runs the
submarine camera mode! as described in Figures 2 and 3 (o perform the virtual

examination. As the suhmarine camera travels {trough the virtual organ, the visi

technique as described in Figure 9 Is used to compute only those arcas which are
visible from the virlual comera and displays them on screen 1417, A graphics
avceleralor can also be used in generaling the representations, The oparator can use
interfice device 1419 10 indicate which portion of the scanned body is desired to be
explored. The interface device 1419 cun [urther be nsed to control and move the
submarine comera as desired as discussed in Figure 2 and its accompanying
description. Terminal portion 1415 can be the Cube-4 dedicated system box,
generally available from the Department of Compuler Science at the State Liniversity
of New York at Stony Brook,

Scauning device 1405 and terminal 1414, or parts thereol, can be part
ol the sume unit. A single platform would be used to receive the scan image data,
conncet it to 31D voxels if necessary and perform the guided navipation.

An impartant ftature in system 1400 is that the virwal organ can be
cxamincd al 3 Jaier time wilhout the presence of the patient. Additionally, the virtual
cxamination could take place while the paticnt is heing scannsd, 1he scan data can

alse be seal 1o multiple tenminals which would allow more than one doctor to view
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the inside of the organ simuliapeously. Thus a doctor in New York could be looking
at the same porlion of u patient’s organ at the same time with a doctor in California
while discussing the casc. Alternatively, the data can be viewed at difTereny, limes,
Two or more doctors could perferm their own examination of the same data in a
diffieult case, Multiple virtual navigation terminals could be used to view the same
scan data. By reproducing the organ as a virtual organ with a discrete set of data,
there are a multitude of bencfits in arcas such as accuracy, cost and possible dala
manipulations.

The ubove described techniques can be further cnhanced in virtual
colonoscopy applications fhrongh the use of an improved elecironic colon cleansing
technique wiich employs modificd bowe] preparation operations followed by image
sepmentation operations, such that fluid and stool remaining in the colon during a
computed tomographic {C1') or magnetie resonance imaging (MRT) scan cun be
detecied and removed from the virtual colonoscopy images, “'hrough the use of such
techniques, conventional physical washing of the culon, and its associated
inconvenience and discomiort, 15 minimized or completely avoided.

Relerring to Figure 15, the first step in electronic colon cleansing is
buwel preparation {step 1510), which takes place prior 1o conducting the CT or
rugnetic resonance imaging {MRI) scan and is fntended to create a condition where
residual stool and fluid remaining in the colon presemt significantly different imupe
properties from that of the gas-filled colon interiar and colon, wall, An exemplary
bawel preparation operation includes ingesting three 250 cc doses of Barium Suifate
suspension of 2,1 % WV, such as munufactured by B-2-EM, Im.:.,of Westhury, New
Yorl, during the day privr the CT or M1 scan. Lhe three doses should he spread out
over the course of the duy and can be ingested alnng with three meals, respectively.
The Barium Sulfatc serves 1o enhance the images of any stool which remains in the
colon. In addition to the intake of Bariwn Sulfate, fluid iotake ts preferably mereased
during the duy prior o the C1 or MRI scan, Cranberry julee is known to provide
increased bawe fluids and is preferred, although waler can alao be inpasted . n bath
the evening prior to the CT scan and the muming of the CT sean, 60 mlof a

Diatrizoate Meplumine and Diazurizoate Sodium Solution, which is eommercially
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available as MD-Gastroview, manufaclured by Mallinckrodt, Inc. of St. Lovis,
Missouri, can be consumed to enhance image propertics ot the colonic fluid, Sodium
phosphate can also be added to the solution o liquidize the stool in the colon, which
provides for mere unitorm enhancement of the ¢olonic fluid and residual stocl.

The above deseribed exemplary preliminary bowel proparation
operation can obviate the need for conventional colonic washing protocols, which ¢an
call for the ingestion of a gallon of Golytely solution prior o 4 CT seun.

Tust prior tv conducting the CT scan, an intravenous injection of 1
of Glucagon, manufactured by Ely Lily and Company, of Todiznapolis, Indiana can be
administered to minimize coion collapse. Then, the colon can be influled using
approxjrﬁately 1000cc of compressed gas, such as CO,, or room alr, which can be
introduced through a rectum tube. At this point, a conventional CT sean is performed
to acguire data fom the region of the colen {slep 1520). For example, data can be
ncquired using o GE/CTI spiral mode scanner operating in a helical mode of Sram,
1.5-2.0:1 pitch, reconstructed in 1mn slices, where the pitch is adjusted hased upun
the patient’s height in u khown manner. A routine fmaging protocol of 120 I'Vp and
200-280 ma can be utilized for this operation. The data can be acquired and
reconstructed as 1mm thick slice images having ar array stee of 5123512 pixels in the
field of view, which varies from 34 10 40 cm depending on the patient’s size. the
uumbker of sueh slices generally varies under thesc conditions fiam 300 1o 450,
depending on the paticnt's height. The image data sel is converled (o volume
clements or voxels (step 15305,

Tmage segmentation can be performed in a number of ways, In one
present method of image segmentation, a Iocal neighbor teehnique is used to classify
vozxels of the imuge dutu in aceordance with similar intensity values, In this methed,
sach voxel of an acguired image 1s evaluated with respect io a proup of neighhber
voxels. The voxel of interest is referred 1o a3 the central voxel and has an associated
intensity value. A classification indicator for each voxel is esiublished by comparing
the value of the central voxel w cach of its neighbors. 1F the neighbor has the same
value as the central voxel, the value of the classification indicator is incremented.

However, if the neighbor has a different value from the central voxel, the
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classification Indicator [ur ihe central voxel is decremented. The central voxel is then
classified to that calegory which has the muximum indicator value, which indicaies
the most eniform neighborhoud among (he local neighbors. Each classification is
indicative of a particular intensity range, which in twmn is representative ol poe er
more material types heing imaged. The method can be further eahanced by
employing a mixture probability fanction to the similarity lassifications derived.

Analterate process ol image segmentation is performed as two major
operalions: low level processing and high level feature extraction, Duting low level
processing, regions outside the body contowr are eliminated from further processing
and voxels within the body contour are roughly categorized in accerdance with well
defined classcs of Imensity characteristics. Tor example, a CT scan of the abdominal
rcgion generates a data set which tends to exhibit a well defined intensily distribulion.
The graph of Figure 16 illustrates such an intensily distribution us an exemplary
histogram having four, well defined peaks, 1602, 1604, 1606, 1608, which can be
classified according Lo inlensity (hresholds.

The voxcls of the abdominal CT data set are roughly classified as four
cluslers by intensity thresholds (step 1540). Tor examyple, Cluster 1 can include
voxels whose intensities are below 140, This cluster genorally somresponds to the
lowest density regions within the interier of the gas filled culon. Cluster 2 cim include
voxels which have intensity values in excess of 2200, Theée intensity values
correspond to the enhanced stool and uid within the colon as well s bone,  Cluster
3 can include voxels with intensitics in the range of about 900 to ahout 108¢, This
infensity range generally roprescnts sofi tissues, such as fal and muscle, which re
unlikely to be nssociated with the colon, The remaining vosxels can then he grouped
together as cluster 4, which are likely to be associated with the colon wall (including
mucosz and partial volume mixtures around the colon, wall) as well as lung tissue and
sofl bones.

Cluzters 1 and 3 ape not particalarly valuahle in identifying the colon
wall and, therefore are not subject le subsrantial processing during image
segmentation procedures for virtual colanoscepy. The voxals assnciuted with clnster

2 are important [or segregating stool and fluid from the colon wall and are processed
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further during the high-level feature extraction operations. Low level processing is
concentrated on the fourth clusier, which has the highest likelihood of corresponding
to colon tissue (step 1550),

For each voxel in the fourth cluster, an intensity vector is generated
using iiself and its neighbors. The intensity vector provides am indication of the
change in iniensity in the neighborhood proximate a given voxel. The number af
neighbar voxels which are used to estahlish the intensity vector is nol eritical, but
involves a tradeoff between processing overhead and aceuracy, For example, a sinple
vinxe! intensity vector con be established with seven (7) voxcls, which inciudes the
voxe! ol interest, its fiont and back ncighbors, its left ind right neighbors and fts top
and botiom neighbors, all swrounding the voxe! of interesi on thres mutually
perpendicular axes. Figure 17 is a perspective view illustrating an exemplary inlensity
veetar in the form of a 25 voxel intensity vector model, which includes the selected
voxel 1702 as well as its first, second and third order neighbors. The selected voxe!
1702 is the centeal point of this model und is referred to as the fixed voxel, A planar
shive of voxels, which includes 12 neighbors on the same planc as the xed voxel, is
referred to ay the fixed slice 1704, On adjacent planes 1 the fixed slice are two
nearest slices 1706, having five vonels each. Adjacent to the first nearest slices 1706
are ™wo second nearest slices 1708, cach having a single voxel. The collection of
intensity vectors for each voxel in the fourth cluster s referred 10 as a local vector
series.

Becavse the datu sel for an abdominal image generally includes more
than 31K} slice images, each with a 512 x 512 voxel array, and each voxe] having an
assoclated 25 voxel local vector, it is desirable to perform feanre analysis (step 1570)
an the local veclor series to reduce the computationﬁ] hurden. One such alure
anulysis is 8 principal component analysis (PCA), which can be applied to the loca?
veotor series to determine the dimension of & foature voetor series and un arthogonal
transformation malox for the voxcls of cluster 4.

1t hus been found that the histogeam (Figure 16) of the CT image
micnsities tends to be firly constant from patient Lo patient for a particular scanner,

given equivalent preparation and seamning parameters. Relying on this observation,
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an orthogenal transtormation matrix can be cstablished which is a predeternined
matrix determined by using several sets of training data acquired using the same
scumner under similar conditions. From this data, a transformation matrix, such as a
Karlhunen-§ oéve (k-L) imnsfurmalion, can be generated in a known mauner. The
transformation malxix is applied to the Jocal vector serics to gencratc feature vector
sgries, Omee in the feature-vector space domain, vector quantization techniques can
be used to clagsify the feature vector scries,

An analytical, self-adaptive algorithm can be used for the classification
of the feature vectors. In defining this algorithm, Jet (3=R%i = 1,23, N} be the
series of the feature vectors, where N g the pumber of festure vectors; K. denotes the
maximmn number of classes; and T is a threshold which is adaptive to the data sct.
For each class, a representative element is generated by the algorithm, Leta, bea
representative slement of class kk and n, be the number of feature vecters in that class.

‘L'he algorithm can then be outlined as:

1. Set ny=lia =X ;K=1;
2. clitain the class number E and class paramerers (ag, )

for {f=1: i<N; i++)
for (j=1; 7<R;F++)
caloulate &, = dis'!:{xi,aj) H
end for
Index=arc min d ;

iH{(d;

Endax

<P} or (K=K}

update class parameters:

1
a, == _¥(m, . &, ., +tX]);
dnciex n +1 index ingdex i

1 11;

Sadeax

.o =i .,
dndex - Hingdex
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else

gencrate new class

(S
o

H

i

R

X = E+1;

3 end else

end for

I.:
i
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3, label each feature vector to a class according to the vearest neighbor ule

for (i=1;3i<N;i+s)

for {3=2;7<E;3+~)

10 caleulate d, =dist (X, a,);

end for

index = arc min d;,

lubel vuxel i to class indeyx.

end for

15 in this algorithm, distfk,y) is the Buclidean distance berween vectar x

and y and are min d, gives the joteger / which realizes the minimum value of d,.

The above described algorithm is dependent only an the parameters 7

and K. However, the value of K, which relater to the number of classes within each

voxel ¢luster, is not crifical and can be set 10 a constant value, such as K=18.

20 IMowever, T, which Is the vector gsimilarity threshald, greatly influences the

classification results. [fthe selected value of T i3 too large, only a single class will he

generated. (On the ather hand, if the value of T is too small, the resulting classes will

cxhibit imdesirable redundancy. By sctiing the value of T to be ¢qual to the maximum

component vayianee of the featurc vector series, the maximum number of digtinct

25 classes results,

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(178)

WO 02029764 PCT/LS0130704

30

33

As aresult of the initial classification process, euch voxel within the
selectad cluster is assigned to a class (slep 1570). In the exemplary case of virtual
colonnzcopy, there are several classes within cluster 4. Thus. the next task is to
deiermine which of the several classes In clusier 4 comrespands o the colon wall. The
first coordinaie of the feature vector, which is that coordinare of the feature veetor
exhibiting the highest variance, reflects the information of the average of the 3D Jocal
vexel intensities. The remaining conrdinates of the Fealure veclor contain the
information of directionat intensity vhange within the local neighbors. Tecause the
colon wall voxels for (he interior of the colon are generally in ¢lose proximity to the
pas voxels of cluster 1, a threshold interval can be determined by data samples
sclected [rom typical colon wall intensitles of 4 typical C1' data set to Toughly
distinguish eolon wall voxel candidates. The particular threshold value is selected for
cach particular imaging protocol and device. This threshold interval can then applicd
to all CT data sets {acquired trom the same maching, using the same imaging
protecol). If the first coordinate of ihe representative clement is located in the
threshold interval, the corresponding class is regarded as the colon wall class and all
voxels in that cluss are labeled ag colon wall-like voxels.

Euch colon wall-like voxel s a candidate 10 be a colon wall voxel.
There are throe possible cutcomes of not belonging o the cnlon wall, The first case
relates to voxels which are close to the staal/liquid inside the colon. The sccond casc
neeurs when voxels are in the lung tissue regions, The third casc represents mucosa
voels, Clearly then, low level classilication cumics 2 degree of classification
uneertainty. The causes of the Jow-level classification uncertainty vary. 1'or example,
a partial-volume effect resulting [rom voxels containing more than one marerial type
(i.2.; fluid and colon wall) leads to the first case of uncertainty. The sccond and the
third cases of incertainty are due to both the partial volume effect as well as the low
comtrast of CT images, To resolve the uncertainty, additional information is nceded.
Thus, a high-level feature extraction proeedure is used in the present method to
further distinguish candidates for the colon wall [rom other colon wail-like voxels,

based on a priori anstormical knowledge of the C1 images {stop 15803,
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An initial step ol the high-level featre extraction procedure can be to
eliminate the repion ol lung lissue from the low-leve] classificution results, Figure
18A is an exemplary slice image clearly illustrating the lung region 1802, The lung
region 1802 is identifiable as a generally contiguous three dimensional volume
enclosed by colon wall-like voxels, as illustrated in Figurc 18B. {iiven this
charucteristic, the iung region can be identified using a region growing stralegy. The
first step in this technique is to find a seed voxel within the region of growing.
Preferably, the aperawr performing the (7] imaging sean sets the imaging range such
that the top most slice of the U sean does not contain any colon voxels. As the
intetior of Tung should be filked with air, the seed is provided by the low-level
slassilication simply by seleeting an air voxel. Cnee the lung regien autline of Figure
181 is determined, the lung volume can be removed from the image slice (Figure
18C).

A next step in perfonning high-level feature extraction cah be to
separate the bone voxels from enhanced stool/Huid voxcls in cluster 2. The bone
tissne voxels 1902 are generally relatively far away from the colon wall and resides
outside the colon volume. To the conirary, the residual stool 1906 and fluid 1964 are
enclosed inside the colon volume. Cambining the a prieri proximity informarion and
the colen wall information obtained from the low-level classification provess. a rough
colon wall velume Is geuerated. Any voxet separated by more than a predetermined
numbcr (e.g., 3) of voxel units from the calon wall, snd owside the colon volune,
will be labeled as bone and then removed from the image. The remaining voxels in
cluster 2 ean be assumed to represent stool and Huid within the colon volume (see
Figures 19A-C}.

The voxels within the colon volume identified as stoel 1906 and fluid
1904 £an be removed from the image o generate a clean calon luoen and colen wall
image. In goneral, there are two kinds of stoolffluid regions. One region type is small
residual areas ol siool 1906 attached to the calon wall. ‘Ihe uther region tyme is largs
volumes of fluid 1904, which colleet in hasin-like tolonie folds (see Figues 19403,

‘The atuched residual stool repions 1506 can he identified and removed

because they ure ivside the rough colon velume penerated during (he low-level
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classification process. The fluid 1906 in the basin-like colon toid usuaily has a
horizontal siface 1908 due o e ellct of wravity. Above the surface is always a gas
region, which extubils & very high contrast 1o the fluid intensity. Thus, the surface
interfce of (he fluid regions can be easily marked.

Using a region growing strategy, the contour of the attached stool
regions 1906 can be oullined, and the part which is away from the colon wall volime
can be removed. Sirmilarly, the contour of the fluid regions 1904 can also be ouflined.
Alfter eliminating the horizontal surfaces 1908, the colon wall centour i3 revealad and
the clean eolon wall is obtained.

Tt is difficult to distinguish the mucosa voxels from the colon wall
vonels, Bven though the above three dimensional processing can remave some
mueasa voxels, it is diffieult to remove all mucosa voxels, Tn optical colonoscopy,
physicians directly inspect the colonic mucosa and seareh for lesions based on the
colar and fexture of the imucosa. In virtual colonoscopy, most mucosa voxels on the
colon wall can be Ieft intact in ovder to preserve more information. This can be very
useful for three dimensional volume rendering.

From the segmented colon well volume, the inner surface, the outer
surface and the wall itsel{ of the colon can be extracted and viewed as a virtual object.
This provides a dislinct advantage over conventional optical colonoscopy in that the
exierior wall of the colon can be examined us well as the inmerior wall. Furthermore,
the eolon wall and the colon lumen can be abtained separately from the segmentation.

Because the colon is substantially evucuated prior to imaging, a
commenly encountered problem is that the colen lumen collapses in spots. Whils (he
inflativn of the colon with compressed pas, such as air or OO, reduces the frequency
of collansed regions, such areas still oeeur. Tn performing a virtual colonoscopy, it is
destrable 1o automativally maintain a flight path through the collapsed Tegions and it is
alse desivable to nse the scanned inwge data to at least partizlly reareals the velon
lumen in the eollapsed regions. Since the above described image sepimentation
ethods cffectively derive both the interior and exterior of the colon wall, thiz
information can be used to enhance the gencration of the fly path through the

collapsed regions,
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In extending the flight path through collapsed regivns of the colon or
expanding a collapsed region of e colon, the first step is to detect a collapsed region,
Using the premise thal the grayscale values of the image data from around fhe cutside
of the colon wall change much mere dramarically than the greyscale values within the
colon wall ilself, as well as in other regions such as fat, muscle and orher kinds of
lissue, an entropy analysis can be used to deteet areas of colon eollapse.

The degree of change in greyvscale value, for example along the
centerling, can be expressed and measured by an entropy value. To ralontate an
entropy value, voxcls on the outer surface of (he colon wall ate selected. Such points
are identificd from the above deseribed Image segmentation icchniques, A 5x3x3
cubic window can be applied o the pixels, centered on the pixel of interest, Prior to
calealating the entropy value, a smaller (3x3x3) window can be applied to the pixels
ol interest in order to filter out noisc from the image data. The entropy valuz of a

selected window about the pixel can then be determined by the equalion:

E<} Cii)In(eid)}

where E Is the entropy and C(i) is the number of points in the window with the
prayscale of i (=0,1,2,., ., 253), The caloulated cntropy values for each windew ane
then compered against a predetermined threshold value. For regions of air, the
entropy values will be fairly low, when compared ta regions of tissue, Therefore.
along the centerline of the celon lumen, when the eniropy values increaze and exceed
the predetermined threshold value, a collapsed region is indicaled. The cxact value of
the threshold is not eritical and will depend n purt on the imaging protecol and
paniculars of the imaging device,

Onee: a collapsed region 18 detecied, the previously determined
centerling fiight puth can be cxtended through the region by picreing through the
conter of the collapse with a ene voxel wide navigation line.

In addition to autematically continuing the flight path of the virual
camera through the eolon lumen, the region of colon collapse van be virtually opened

using a physical modeling technique to recover some of the propertics of the collapsed
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region, In this echnique, a model of the physical propertics of the colon wall is
developed. From this modcl, parameters of motion, mass density, damping density,
stretching and bending coefficients are estimated for a Lagrange equation. Then, an
cxpanding force model (Le., gas or fluid, such as air, pumped inlo the colon) is
formulated and applied in accordance with the elastic properties of the colon, as
defined by the Lagrange equation, such that the collapsed region of the colon image is
restored to its natural shape,

Tu model the colon, a finite-clement model ¢an be applied to the
collapsed or ubstructed regions of the colon lumen. This can be performed by
sumpling the clements in 4 regular grid, such as an § vaxel brick, and then applying
traditional volume rendering techniques. Alternatively, an irregular volume
representation approach, such as tetrahedrons can be applied to the collapsed repions.

In applying the external force (air pumping) mndel to the colon model,
the magnitude of the exiemnal force is first detemined to praperly scparate the
onllapsed colon wall regiuns. A threc dimensional growing model can be used to
trace the interoal and external colon wall surfaces in a parallel manner. The
respec(ive surfaces arc marked from a starting point al the collapsed region (o a
growing source point, and the foree model is applied to expand the surfaces in a Like
and natural manner. The region between the internal and external surlices, i.c., the
calon wall, are classified as sharing regions. The extemal repulsive foree model is
applied to these sharing regions to separate ind expand the collapsed colon wall
segments in a patural nnner,

To more cleurly visualizo the foatures of a victual object, such as the
calan, which is subjected to virtual examination, it is ad vanlageous to provide a
rendering of the various textures of the object. Such textures, which can be ohserved
in the colar images presented during optical colonosenpy, are vfien lost in the black
and white, grey scale images provided by the CT image data. Thus o system and
method for texture imaging duning virtnal exanination is required.

ligure 20 is a flow chart depicting o present method lor generaling
virtual objects having & texture compoenent. “The purpose af this method is to map

teslures obtzined by optical colonoscepy images in the red-green-blug (RGB) color
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space, as for example from the Visible Humsn, onto the gray seale moenochrome CT
image data used to generate virtual objecls. ‘Lhe optical colonoscapy images are
acquired by conventional digital image acquisition techniques, such as by a digital
“frame grabber” 1429 which receives analog optical images from a camera, such as n
video vamers, and converts the image to digital data which can be provided to CPU
1423 via interface port 1431 (Figure 14}. The first step in this process is o segment
the CT image data (step 2019). The above deseribed image seymentation techniques
can be applied t choose intensity ihresholds in the grey seale image 1o classily the CT
image dota into vanous tissoe types, such as bone, coton wall tissue, air, and the like.

In addition 1w performing image segmentation on the CT image data,
the texture features of the optical image need to be extracted from the aptical image
data (step 2020), "o do this, 2 gausian filter can be applied to the vpticai image dala
followed by sub-sampling to decompose the data into a multiresolutional pyramid, A
laplacian filter and stesrable filter can alsa be applied to the multiresolutional pyramid
to obtain oriented and non-oriented features of the duta. While this method is
etfective at extracting and capturimg the (exture features, the implementation of this
approach requires a large smount of memory and processing power.

Anr alternalive approach to extracting the texture featurcs from the
optical image 1s to utilize o wavelct wansform. [lowever, while wavelet
transformalicns arc gencrally computalionally efficient, convenlional wavelet
transforms are limited in that they only capture featurss will crientations paraitel to
the axes and caunot be applied directly to a region of inlerest. To overcome these
limitations, a non-separable filter can he empioyed. For example, a lifting scheme can
be employed lo build filter banks for wavelets transform in any dimension using a two
slep, prediction and updating approach. Such filter banks can be synthesized by the
Boor-Rom algorithin for multidimensional polytiomial interpolation.

After the textural features are extracted fiom the uptical image data,
muodels must be generated to describe these features (step 2030). This can be
perforined, for cxample, by using 2 non-parametric mulli-scale statistical model which
is bused on estimating and manipulating the enimpy of non-Gausian distribulions

attributable to the natural lextures.
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Onee lexture models are generated from the optical image data, texnue
matching must be performed lo vorrslate these models to the scgmented CT fmage
datu (step 2050). In regions of the CT image datx where the (exwre is continuous,
corresponding classes of texture are ¢asily mawhed. However, in boundary regions
between two or more texture regions, the process is morc complex. Segmentation of
the CT data around a boundary region ofien leads to data which is furey, i.e., the
results reflect a percentage of texture from each material or tissue and vary depending
on the varions weighling ol cach. The weighting percentage can be used to set the
importance of malching eriteria.

In the case of the non-parametric multi-scale statistical model, the
cross entropy of g Kullback-Leiber divergence algorithm van be used to measwre the
distribution of different textures in a boundary region.

Afier texture marching, wexture synthesis is performed an the CT image
data (step 2050). This is done by fusing the lextures [rom the optical image data i 1o
the CT image data. For isotropic texture puitems, such us presented by bone, the
texture can be sampled direclly from (he optical data to the segmented CT image data.
Far anisotropic textwe regions, such as colon mucesa, a multiresolution sampling
procedure is preferred. In this process, seloetive re-sampling for homogenous and
heterogenous regions is cmployed,

Alterpatively, pseudocolor texture can he created iirectly from the CT
data. For ¢ach voxel, multipic CT values, comprising a local area neiphborhood, can
be evaluated to determine a pseudocoler for be given voxel. For cach voxel the local
neighborhood conaists of the voxels that are within some given distance of the center
voxel. For example a 3x3x5 voxel cubic shaped region, or the danble pyramid which
represents all voxels within 3 unils meusurcd by Manhattan distance. "Lhis vector of
scalar vilues is then evaluated to map to 1 coler i be displayed for this voxel during
subsciquent volume readering. The evaloation of the local neighborhuod vector of
values can compule such things as loeal eurvature, homo/heterogeneily, or othier

geomelric or spatial fanetions.

Vahune Rendering
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In addition to image sagmentation and lexiure mapping described
above, volume rendering techniques can be used in connection with virtual
colonoscopy procedures Lo further cnbance the fidelity of the resulling image. Figure
21 illustrates o perspective volume ray-casting method which can be used for volune
rendering in accordance with the present invention, From a sclected virtual
viewpuinl, e.g., camera position, such as within the colon lumen, rays are cast
through each of the proximate image pixels (step 2100}, For each vay, the first
sampling point is set as the current image pixel along ihe 1ay (step 21103, The
distance (d) between the corrent sampling puind and the nearest colon wall 1s then
determined (step 2120}, The current distance (d) is compared to a predetennined
sampling imerval (iy (step 21300, 1t the distance (d) is greater than the aampling
interval (i) then no sampling ocelrs and the next sampling point aleng the ray is
deiermined by junping the distance d along the ray (step 2140). 1f the distance is less
than or cqual to the sampling interval (1) then conventionial sampling is performed an
this point {step 21500 and the next sampling point is selected in accordance with the
sampling interval (i} (step 2160). For example, tilincar imerpnlation berween the
density values of & neighboring voxels can be performed to determine the new density
value at the sampling point.

The method of Figure 21 effcut.ivcly accelerates ray-casting because a
space leaping technique is ased o quickly skip over empty space along the ray of the
image plane to the colon wall. In this method, a distance rom u sample poiut to the
nearest ¢olon wall is determined along each ray. LI the distance is larger than a
predetermined sampling interval (i}, u jump to the next sampling point alony the ray is
perlormed. Since the closest distanse information is already available from the
potential field which is used for viriual camera contrel, no additionai distanee coding
calculations are required. In this case, neither surface rendering nor 7-tuffer
transform is required, which vesults in savings in prepracessing lime snd memory
space.

Altcraatively, a space leaping methad can desive distanes information
for cach ray from the Z-bulfer of the carresponding surface rendering image. I the

surface rendering irmage und volume rendering image will hath be penerated, this
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approach provides minimal processing overhend burden as the Z-buffar infonnation is
provided as a result of the swfice rendering methods. Thus, this form of space leaping
method only requires additional processing to perform a depth wansformation trom
the image space domain to the world space dumuin,

Fou these tsgions along (he rey where the distance (d) was traversed in
step 2140, the region along the ray corresponds te open space and can be assigned a
value according to an open space transfer function. Typically, open space will have
no zontribution en the final pixel value. For each poinl where sampling takes place,
one or miore defined transfer finstivas cun be assigned to map ditferent ranges of
sample values of the original volume duta 1o different colors and opacities and
possibly other displayable parameters. For example, four independent transter
funetions have been uged to deternuine different material by mapping ranges of CT
density values inte speeified colors of red, green, bluc and opacity, each in the Tange
of 10 255,

Yirtual Biopsy

The above described 1echulques can alsn form the busis of a systern for
performing virtual elcetronic biopsy of @ region héing sxamined to effeet u fexible
and non-invasive biopsy, As noted above, volume rendering lechniques usc ong or
more defined transfer functions to mup different ranges of sample values of the
original voiume data to different colors, opacities and other displayable parameters for
navigation and viewing. During navigativn, the selected transter funstion gencrally
as3igns aximum opacity to the colon wall such that the ouler surface is easily
viewed. Once a suspiciows area is defen(ed during virtual examination, the physician
cum inleractively change the {ransler function assigned during the volume rendering
procedure such that the cuter surface being viewed becomes substantially transparent,
allowing the region information o be composited and thus the interior structure of the
region to be viewed, Using a number of predetermined transfer functions, the
suspicios arca can be viewed al a number of differant depths, with varying degrees of

opacity assigned throughout the process,
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Polyp Detection

The present systemn and metheds can be used to perfarm avtomated
palyp deeclion, Wilh reference to Figure 13, polyps 1305, which oceur, for example,
wilhin the colon, generally take the torm of small convex hill-like structures
extending from the eolon wall 1301, This geometry is distinet from the fold of the
celon wall. Thus, & differential geometry model can be used to detect such polyps on
the colon wall.

The surface of the colon lumen can be represented as a continuously
seeond differentiable sucface in three dimensionel Evclidean space, such as by using a
C-2 smonthness surface model. Such a model is deseribed in “Modern Geometry
Muthods :nd Applications™ by B.A. Dubrovin ot al, published by Springer-verlag
1994, which is hereby incorporated by reference in its entirety, In this model, each
voxel on the surface of the colon has an associated geometrical feature which has a
Gauss curvamre, referred to as Ganss curvarure Gelds. A convex hill o the surface,
which may be indicative of a palyp, possesses a unique local feature in the Gauss
curvature fields. Accordingly, by searching the Gauss curvature fields for specific
local features, polyps can be delected. Onec detected, the suspected polyps can be
highlighted and thus brought to the attention of the physician where the physician can
measure the suspecied polyp und use the above described virtual biopsy methods to

furiher investigate the suspicious region.

Central Fly-Path Generation

In the sase of virtual eolenoseopy, determining a proper navigation
Tine, or fly-path, through the ¢olon lumen is an important aspect of the deseribed
systems and methods. While certain lechniques for determining the fly-path of the
virtual camera model were discussed with respect to Figures 4-8, Figue 22 illustrares
un alternate methed of generating (he centra? fly-path through the colon lumen. After
the colon wall is identificd, such as by the image segmentation methods described
berein, a volurne shrinking algoritirn can be cmployed to smphasize (e rend of the
colon lumen and reduce subsequent scarching lime withio the lumen velume (step
2310).
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Figure 23 further illustrates the steps of an excraplary volume
shrinking algorithm, which is hased on a maltiresotuiion analysis model. In this
procedure, the three dimensionul volume is represented by a stack of binary images
which have the same malrix size (slep 2310). Collectively, these images form a
binary data sel. A discrete wavclet fransformation can be applied (o the binary data
sel which results in a number of sub-data scts representing differsnt time-frequensy
components of the hinary data sel {step 2320), I'or example, the discrete wavelet
wransformaiion may yisld eight (8) sub-data sets. The sub-data sels are compared
apainst precketennined thicshold values such that the lowest frequency commponent is
identificd (step 2330). This comporent forms the binary data set for subseguent
discrete wavelet transformation and thresholding steps, which are recursively upplicd
in a multj-resolution structure (step 2340). Tn the case ol vitunal colonoscopy, the
diserete wavelet ransformation and assaciated thresholding can be applied three times
recursively on the subsequent sub-dalaset that represents the lowest frequency
component (a 3-level multi-resolution decomposition).

Reruming to Figure 22, from the reduced colon valume muds], a
distance map technique can be employed to generate a minioum distance path
between the two ends of the colon, e.g., from the rectum fo the cecum (swep 2215).
The resulting path preserves the global wend information of the colon lumen, trt
igoores he wends exhibited by local folds. Control poims within the global colon can
then be determined by raapping the mininum distanee path back to the eriginal data
space (Step 2220). For example, in the case of a 3-level multi-resolurion
decomposition, the reduced velume is three tinaes smalier than the ariginal volume
and an affine wransformation, which is well known, can be used to map the reduced
volume medel exactly back to the original seale volume. The minimum distance path
of the educed value can also be mapped back into the original scale volume asa
series wl points, which can be uged as the comtrol points within the colon.

“The preferred fly path is one which is on the centerline of the colon
lumen. However, the initial control paints may not be exactly located in the center of
the colen lumen, Thus, the initial centrol points can be centered, such as by the use of

abi-section plane algorithm (step 2230). For example, at cach selected control point,
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u bi-section plane can be defined us a plane normal to the trond dircetion and culting
across the colon lumen. A centealization algorithin, such as 4 maximum disk
algorithm, ean then be performed on each bi-section plane. Such an algarith is
diseussed in the article “On the Generation of Skeletons from Diserete Euclidean
Distance Maps™ by Ge et ul,, [EGE Transactions on PAMIL, Vol. 18, pp. 1055-1066,
1996 which is hereby Incerparated by reference.

Onee the control poinls are centralized, the flight path can be
determined by interpolaing g line connecting thesc points (step 2240). In the casc of
viitual colonoscopy, it is desireble that the interpolated flight path take the form ot'a
smooth curve which is substantially centersd within the colon lumen. A consirained
cubic B-spline interpolation algurithm based on Serrct-Frenet Theorem in difforential
geometry theoty cun be used to cstablish a suitable smooth curved flight path, such as
is described in “Numerical Recipes in C: The Art of Scientific Computing,™ by Press
el al., Second Edition, Cambridpge University Press, 1992,

The pictorial representation of a segmented colon lumen in Figures 24
and the flow chart of Figure 23 sen forth yet another alternate fly-path gencration
methed in accordanca with, the present inventiva. In this altemate method, the
representation of the colon lumen 2404 is first partitioned into a nunber of segments
2402 a-g along the Jengih of ihe lumen 2400 {step 2500). From within each scament
2402 a representative point is selocted 2404 a-g (slep 2520). Each representative
point 2404 a-g is then centered with respect to the eolon wall {step 2530), such as by
the use of a physically-based deformable model which is used to push the points 1o the
center of the respective segment.  After the representative points are centercd, the
poinis are sequentially jeined to establish the center-line fly-path for the virtmal
camers model (step 2540%. If the scgments are sufficiently small in Jength, the
centered poinis can be connected with straight line segments 2406 u-[, However,
when linear curve fitling techniques arc applied 1o join the centered points, a
smoother, continuous flight path is established.

Each of the toaregoing methods can be implemented using a system as
illustrated in Figure 14, with appropriate software being providid to conirol the
pperstion of CPU 1409 and CPU 1425,
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An alternate hardware cmbodiment, suitable fur deployment on a
persenal computer, is illustrated i Figure 26, The system ineludes a processor 2600
wihich should take he form of a high specd, multitasking processor such as a Perwinm
TIT provessor operating at a clock speed in excess of 400 MHZ. The processor 2600 is
coupled 10 & conventienal bus struetyre 2620 which provides for high speed paraliel
dula transfer. Also coupled to the bus structure 2620 are main memory 2630, &
graphics board 2640, and a volume rendering board 2650. The graphics board 2640 is
preferably one which ean perform texture mapping, such as the Diamend Viper v770
Ultra mavufactured by Diarnond Multimedia Systems. The volume rendering board
2650 can (ke the form of the Volumerro board from Mitsubishi Electric, which is
hased nm 1.8, Paent Nos. 5,760,781 and 5,847,711, which are hareby incorporated by
refarence. A display device 2643, such as 2 conventional SV GA or RGB monifor, is
operatively coupled to the graphics board 2640 for dispiaying the image data. A
scannzr interface board 2660 is also provided for receiving data from an imaging
scanner, such as an MRT or CT scaoner, and bransmitling such data o the bus siructyrs
2620. The scanner interface board 2660 may be an application specific interface
product for a selected imaging seanncr or can take the form of a general purpose
inpulfoulput card. The PC based system 2600 will generally include an [/() interface
2670 for cuupling 110 deviees 2680, such as a keyboard, digital peinter (e.2., monsc)
and the like to the processor 2620, Alleratively, the [0 interface can be coupled Lo
the processor 2620 via the bus 2620

In the case of three dimensinnal imaging, including texture synthesis
and volume rendering, numernus dala bandling and proccssing operations are
required. For large datasels, such as those represented by the colon lumen and its
surrounding area, such processing cun be very time conguming and memory intense.
However, using he topology of Figure 26 in accordance with the processing method
illustrated in the flow chart of Figure 27, such operations can be performed on a
relatively low cost personal computer {PC). Imaging data is received by the processor
2620 and stored in main memory 2630 via the scanner interface board 266{) and bus
structure 2620, “Ilis image data (pixels) is converted mto a volume slement (voxel)

representation {step 27103, The volume representation, which is stored in main
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meinory 2630, is partitioned, for example into slices, such as along a major velume
axis or other portioms ol the region being imaged (step 27203, The volume pattitions
are then transtorred to the volume rendering board and iemporarily stored in volume
rendering memwory 2655 for volume rendering operations (step 2730). The uss of
loeally resideni volume rendering memory 2635 provides for enhanced speed in
volume rendering as data need not be exchanged aver the bus 2620 during rendering
of each slice of the total volume. Onee volume rendering is complete for the slice, the
rendered data is franslerred buck to main memory 2630 or the graphics board 2640 in
a sequential bufler (step 2740). After all slices of interest have been subjected to
rendering, the contents of the sequential buffer are processed by the graphics hoard
2640 tor display on the display unit 2645 (step 2750).

Multi-sean Ba:

The technigues discussed above genernlly perform virmal imaging
based on a dataset acquired fioon o single magnetic resonance imaging {MRD or
computed tomography (CT) scan. However, the techniques discussed above are also
useful for performing virtual examination of a region using multiple scans of a region.
By using muliiple seans of a region, improved imaging of regions of pathalogy can be
achieved und motion artifacts can be reduced. One such application of interest is in
pettorming virtual ¢ystoscopy o screen a paticnt for passible polyps or cancer of the
bladder. ’

Figure 28 is a flow churt which illustrates a methed of employing
multiple MRI seans to perfurm virlual cxamination of an object, such as viziual
cystascopy. Unlike CT images, where the bladder wall can be difficult to distingnish

from urine, in MK images, urine can be used as & natural comtrast agent (o delineate

the inner bladder wall. To thiz cnd, a pre-image scan protocol is employed (step 2803).

Approximately Yz hour privr iv the ficst of four MRI seans, the patient is requested to
cmypty the bladder and then consume one cup of water. AfRer approximately % hour,
the patient is subjected wo the first of faur MRI scans of the bladder region (step 2810).
‘Uhe [izst sean, with the bladder full und distended, follows prol.-oml for T1-weighted

lrupsverse imaging. For example, when using the Picker scanour referenced above, 2
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KJELL FASTER protocel using a 256x236 matrix size, a 38 ¢m field of view (FOV), 4
1.5 mm slics thickness (no zap), a3 ms TF, a 9 rus TR, a 30 degmee flip angle and one
scan average can be used, Of course, these parameters tend to be seanner specific and
various changes in the parameters can be uged with acceptable resulls.

With (he bladder still full, the patient is subjected to a second MRI scau,
sean 2 (slep 2815). The sccond scan follows a protocol for T1-weighted coronat
imaging, such a3 the Picker KIELL FASTER protocol with a 256x256 matrix size, a
38 o figld of view {FOV), a 1.5 mum slice thickness (no gap), a3 s TE. a Y ms TR, a
30 degree flip angle and a two-scan average,

The two image scans described above are taken along orthongal axes
with respect to one asother, ‘I'he udvantage of this is that regions of significant motion
artifacts in one scan, penerally cormespond to regions of minimal motion artifucts in the
orthogol scan. Accerdingly, by taking a fivst scan in the transverse direction and a
second scan in the coronal direetion, the image scans can be registered and motion
artifacts in the data set can be identified and compensated for.

Afier the scan 2, the patient is asked Lo relieve the bladder and is then
subjected to two additional MRT scans. The third scan, (step 2820) tollows the same
imaging protocol as the first scan {transverse imaging). The fourth scan (step 2823}
follows the same imaging proteeol as the second scan {corenal fmaging),

The image_sczms can be aequired using a Picker 1.3 T Cdge whole-body
scanner. Allhough a 12 imaging pratocol can be used, a T1 imaging protocol s
preferred for virtual cystoscopy because this protocol provides improved delineation
between fat and uings and effers a shorter acquisition perind. Alternatively, the image
seans ean take the form of compuied tomography or ultrasound imaging scans using
suitable contrast agents and protocols for these imaging technicues.

During the first two scans (scan 1 and scan 2), the bladder is distended
and the hladder wall is relatively thin. In this case, physiologically altered locations,
sueh as tunors, may Lhin ar a ditferent rate s compared w the unaltered bladder wall
and may become morc apparent under (hese conditions. During the third and [uurth

suans, e bladder is substantially empty and the bladder wall is thicker, With a thicker
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wall, a more pronounced image contrast may result hetween normal tissue of the
bladder wall and that of physiologically altered tissue.

After the four scans ure acquired, the four corresponding datasets can
then be individually processcd. Inittally, each scan data set is preferably subjected to
image segmentation, as discussed above {step 28300, such as in conncetion with Figure
15, Duwring image scgmentation, the voxels of the four datasets are classitied into 2
number of categories, such as bladder wall, urine, fat, boundary, ete. The classificalion
is based on the iocal intensity vectors of the voxels. Ones the voxels are classitied, the
interior of the bladder [umen can be identified using a region wrowing algorithm
beginning with a sced voxel selecled from within the bladder volume, such as by
selecting an air vaxel or urine voxel,

Prior to clinical analysls of tho scgmented volume data sefs, regisiration
of the four data sets 1o a common ceordinate system is performed (step 2835). Because
the shape of the bladder varies from scan to scan, an exact voxel-voxel registration is
not of practical value, Instead a flexible registration process is preferred. In the
prezent flexible registration process, for each volume of inferest (volume rendered for
cach corresponding scan) the center of the volume is detormined, such as by averaging
the three coordinates nf all the voxels in the volume.

A Cartesian coordinate syster can then be constructed with the origin
of the system located al the center point of the volume, The axes of the system can
then be oriented in 2 number of ways, A suitable selection of arientation corresponds
to the orientation of the natural buman bady, e.g., with the Z-Axjs running slong the
height of the body (2.g., from toe to head) the Y-axis orienled from back to front and
the X-axis running laterally { e.g., from left 1o tight). Lhe units of length in this
caordinale system can be conveniently set to au arbitrary unit of ane voxel length, the
absolute magnitude of which will vary based on acquisition properiies for the MRI
scans. $o lang as the sume pixel spacing is used in all scans 1o acguire all four data
sets, this will result in & uniform value for sach of the four data sets,

Aller registration, the images from the four data sets can he viewesd
individually or simultancously (step 2845). An cxemplary display window is

illustrated in Figures 22 and 30, Referring to Figure 29, the display is partitioned into
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four sub windows 2905, 2810, 2215, 2920 which correspond to sean 1, scan 2, scan 3
and scan 4, respectively. A control panel scction, 2925 can also be provided on a
petion of the display to establisl @ graphieal user mterface ((GUL) to offer display and
navigalion functions to the user. As an operator navigates in one of the image sub
windgws, such as magnifying the view, the corresponding operation preferably takes
place in the other sub window views as well. A user can also select one of the views
Tor expansion 10 & siagle window display.

To reduce the amaount of dita which is simultancously processed, the
data sets can be partitioned, such as into § parts or octants (step 2840). This can he
performed in a number of ways. For example, with reference to the Cartesian
coordinate systema illustrated in Figure 29, the data can be portioned into the aight
regions ol the coordinate system: (13X, ¥, Z; (2) X, -Y, Z; (DX, ¥, -2, (D X, -, -2
(5) K. Y. £: (6) -X,~Y, Z; (7)-X, Y. -Z; and (8)-X, -V, -Z.

Figure 29 illustrates four views of the outside of the bladder umen
taken [rom each of the four scans. Figure 30 illustrates fours views of a portion of the

interior of the bladder lamen also taken from each of the four scans.

Multi-Resolntion Linnging and Virtwal Larynpgoscopy

The systems and methods described herein can be adapied and upplied
(o perform multiresolution imaging which is well suited for virtual laryngoscupy.
Figure 31 is  flow chart illustrating & method for pesforming virtual laryngoscopy.
First, an imaging scan of the region of a patient’s larvix is acquired (stzp 3105). This
can be performed using computed (omography (C1) or magnetic resonance imaging
(MRI} fechniques. However, because the CT scan in this region offers significanmly
faster acquisition time {30 secunds versus over 7 minutes for MRI) und higher
resolution (0.3mm «ubic voxel compared 1o 1num cubic voxel for MRIY, the CT scan is
prefemed. T'o acquite the CT scan data a GL/CTI spiral scan CT scanner can be used.
A suitable sean protocol is 120 keV, 200 ma, 512x5)2 marrix size, 15 cm feld-of view
and 3mm/2.0:1 pitch. ‘The scan is completed in spproximaiety 30 seconds and resalls

in 331 image slices of 0.3mm thickness and results in 0.3mm cubic voxels,
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Image segmeniation can be used to classify voxels inle a number of
calegories {step 3110). In this operation, & modified seif-adapiive on-line vector
quantization (SCOVQ) algorithm can be used. In such a case, the algorithm analyzes
each voxel with respect to neighbors of up to the third erder to determine local density
features. Each voxel in the scquired dataset has an associated local density vector. By
transfirming the local density vectors using the Karhunen-T.odve (K-1) transform,
feature vectors for the vaxcls in the volume image can be obtained. Based upon the
feature vectors, the voxels can be classified and labeled, Vel clussification is
dependent in part on the choice of a local voxel density vector and one preset
parameicr, referred ta as the maximum cluster number (MCK), The MCN sets the
number of voxel classifications that witl be applicd to the dataset. Tn the case of the
CT images, the human eye can discern four (4) distinguishable tissue/material types.
An MCN value of 5 is suifable in this case, Foran MRIimage, the human eye can
dillerentiate among 6 different tissus types, and an MCM value of 7 can be used.

As part of the image segmentation process, an expanded data set is
generated by imerpolation betwaan the mewsured dala points. For example, priot to
employing the 8OV} aigoritbm, a first order Lagrange interpelation can be applied to
cach slice in the datasct. This expands (he 256x256 matrix size of the original slices of
the data set to a 512 x 512 imatrix size. In addition, inter-slice interpolation can be
performed to further expand the dataset between actual shices. The interpolated detasct
is referred to as the enlarged dataset. In addition o generating an enlarged dataser, the
interpotation process also suppresses noise and reduces the partial-volums effect, as
the interpolation process has a low-pass filtering effect on the duta.

Using a two dimensional viewing twol, a seed voxel can be sclected
within the larynx lumen and a growing algorithim applied to extract the larynx volume
from the dataset (step 3115). In those reglons of the Jarynx where there may be several
meonnected voline regions, multiple sced points can be selected,

With the larynx volume idenlified and the voxels of the regions
elagsilied through image segmentution, the next task is to manage the data in 4 meuner
which allows efficicat navigation and viewing of the virtuel larsox. [n this case, a

level-of-detail (.OD) approach is adopted and modified for use in the present method.
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In this LOD methed, a reduced datasel is eenerated from the eniarged data set. For
example, the 512x512x256 enlarged dataset can be reduced te a 64 x 64 % 32 reduced
volume dataset using a multi-resolution decomposition with three levels of
thresholding (step 3120). Next, polygons used to render the volume images in both the
enlarged and reduced wohnne datasets can be extracted, A traditional Marching Cobes
methed can he used 10 exttact polygons to fit the surface of the lurynx.

One problem encountered in the prior arl iy managing the large number
of polygons required to generate the three dimensional imege for the enlurged dataset.
This problem is solved in the present method by organizing the enlarged dataset in a
Binary Bpace Partitioning (BSP) tree data structure (step 3130%. The original image
volume is selectsd as the root of the tree. The spuce is then partitioned into two
subspaces coutaining an appraxiralely equal number of polygons. This subdivision
process is iteratively repeated until the number of polygons in each resulting subspace
is below a threshold value. The tueshold value can vary based on system performance
and application reguircments. The last resulting subspaces aro referred w us leaf nodes
of the tree. Onee the subdivision process is complere, all of the voxels of the expanded
dataset arc sired in the leaf nodes of the BSP wee.

During navigation or viewing, polygon culling can be applied by st
removing those leaf nodés that are completely outside the field-of-view from current
processing operations. The remaining polygens ave recalled from the BSP tree,
ordered and rendered In those spaces which were not culled. Thus, the BSP tree
provides un elfective toal for selecting a relevant portion of the dataset for a particular
nayigation o1 display operation.

The enlarged and reduced datascts are cooperatively used in a two level
LOD rendering mode. 1fa user is interacting with the object (step 3135), such as
totating, shilting or effecting other changes in the tield of view, the pelygons [rom the
reduced] dataset {64-sized) are rendered (step 3140)). Bevause of the significantly lower
number of polygons invalved, nteraction with the reduced dataset volume can be
performed fster and with less processing overhead. 'I'he tradeoft tor the increased
speed is reduced image resolution. IF there s no interaction from the user afier a

predetermined time period, the polygons of the cularged dataser (512-sized) ars
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selected from the BST tree and are rendered to provide a high resolution imuge of the

current field of view (step 3145).

Yirtaal Angiography

‘Ihe teehniques for virtual imaging and navigation can also be adapted
and applied lo virtual angingraphy. This technique can be used for detection and
measurement of various abnormalitics and disease of the circulatory system.

One such application of virtual angiography is the deteclion of
abdominal aortic aneurysms, which generally starl as small enlargements of the aortic
vessel and exhibit a greater risk o ruplure with increasing size of the aneurysm.
Previously, the only effective method of treatment was open surgery, placing a graft
within the anrta at the fevel of the aneurysm. However, this procedure has a high
degree of assvuiated morbidity and mertality. Recently developed per cutaneous
placer] aortic stent gratt technigques have a sigpificantly lower complication rate.
Virlual angiography is an effective method to help plan these less invasive procedures
and can also be an effective tool for detecting the presence of an aneurysm and tracking
the growlh of an aneurysm to delermine if and when surgery is indicated.

Figure 32 in a flow chart which provides an overview of fhe presem
virwal angiography method, Tn performing a virtual angiography, an image scan of the
vesgel, such ag the worta must be acquired (step 3205). Varfous imaging techniques
can be used, such s Computed Tomagraphy (CT), Magnetic Resonance Imaging
{MRI) and ulrasound. [Towever, an aortic CT sean is generally preflerred bocause of
the contrast between bluod, soft tissue and calcium deposits which resulis in the CT
image.

Once an image scan data sct is acquired. image scgmentation techniques
are ther applied to the data set 1o classify the voxels of the dataset into & number of
categories (step 3210). The Image segmentation techniques described above, such as
in connection with Figure 15, are penerally applicable. In this case, the various feature
veetor values of the voxels will be grouped wecording o categories such as blood, soft
tissue and calcium depesits. Tlsing a blood voxcl 28 a seed, a region growing aigorithm

can be used to determine the volume and extent of the aortic lumen.
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In the CT image, an aneurysm has image feaiures which closely
rosemble the neighboring soft tissue. As a result, the full contowr of the aneurysm can
bie difficult to establish. However, regions with caleium deposits offer significant
cantrast on the CT scan and can be used to identity portions of the ancurysm, such as
the endpoints of the aneurysta on the vessel wall (sicp 3213).

Aller a portion of an ancurysm is detected, one or more closing surfaces
can be generated to define an estimation of the ancurysm’s confour (step 3220). A
convex closing surface can be established using a non-uniform, non-ratienal B-spline
to generale a surface which runs through or near the points of the uneurysm which were
identified.

After the elosing surface is generated, ihe volume of the ancurysm ¢an
be estimated (step 3225). One method for estimating the volume is ta cotmt the
number of vaxels which are enclosed by the catimated closing surface, In addition,
within the volume of the aneurysm, the centterling along the direction of blood flow can
be dekermined by using a distance transform technique. Continuous iocal coordinate
sysiems can then be established along this centerline and the diameler of the aneurysm
determined, Virtual ravigation can take place alang (his centerline, in a manner
consistent with that described above for navigating through a lumen. such as the calon.

Referring to Figures 33A-C, We deseribed method of virtual
angiomaphy can be used t assist in the generation and placement of a stont graft to
hypass an abdominal aorlic uneurysm. Figurc 33A iTlustrares a simplified diagram of
an ubdominal aortic ancurysm located below the renal arteries and above the
bifircation of the aorta. Becauss of varlations fiom patient to patient in the spevific
anatomy of the acna and the size and location of an abdeminal aortic aneurysm therein,
when a stent graft is to be used to bypass an aneurysm, the graft must be designed and
built to specifically fit the perticular aortic segment, As illustrated i Figure 3338, this
can reyuire identifying the length of the required grafi, the diamcter at the points of
interface om each end of Ihe bypassed region, the angles of interface, among other
variables. If the uneurysm is located near an arterial brunch, the size and angles of the
bifurcated ends of 2 bifurcated stent 2raft must also be dotormined, ag illustrated i
Figures 3503 and 33C.
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To date, such measuwrements have been performed through invasive
calibrated angiograms using a catheter insarted iulo the acrtu from an jnsertion made at
the level of the groin region, rapid injection of 4 large amount of iodinated con(rast and
rapid radingraphic imaging. This technigue can e supplemented and perhaps
supplacied using the present virtual angiography techniques, which can resolve such
distances und angles using virmal navigation using centerlines constructed through the
tranches of the aortic umen. In addition, the virtual anginscopy can b wsed Lo
perform a virtual biopsy of the region where a stent grafl may be inserted. This allows
the operator to view beneath tha arterial surface snd exumine the region for thrombus
deposits, calcification or other faslurs which wanld contra-indicate the use of a stent
graft procedure.

Anvther application of virtual angiography is the imaging, examination
and navigation through the carotid artcries which supply blood flow to the brain. The
techniques deseribed herein with respect to virfual endoscopy arc fully applicable in
the case of blood vessels. For example, the vessels of interest are eximcted from the
acquired image data using image-sepmentation techniques. Next, a navigation flight
path can be established through (e vessel(s). Proforably, potential fields are built up
witkin the vessel for use in navigation. As with other organs, such g3 the colon, a
volume-tendered model of the vessels of interest can be generated, Using the flight
path and potential fekds to navigare through the interior of the velume rendered hlood
vessel Jumen, abnormalities such a3 vessel parrowing and plague build ep can be
observed. In addition, the techniques discussed regarding virtual biopsy can be applicd
in this context to evaluate vessel wall and cheracterize build up on the wall surface,

such as plague.

Tree Branch Scarching for Vivinal Endoscopy
Path plnning for virmal navigation through a hollow organ or shject is

all importunt task,  Varfous techniyues have been disvussed, such as fly-path

penuration, to achieve this goal, As lhe peomeiry of the objeet being stedied beeemes
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more complex, such us presenting a multi-branch structure, the task of path planning
bevumes even more complex. 1t is desitable to determine not only the cenier line of a
primary lumen, but alse to jdentily and locate any branches extending from the primary
lumen. Common, examples of organs having a complex branch structure include the
main airway and lungs, the cardiovascular system and, because of the prosence of
haustral folds, the colon. Each organ or object generally presents specific challenges
for defining a path, or skeleton, for the ohject. However, 4 generalized technique for
generaling such a skeleton is illustrated in the flow chart of Figure 34.

Referring to F igurc 34, an imaging scan of the region of mterest, such as
u computed romography (1) or Magnetic Resonance Imaging (MRI} scan, is acyuired
(step 3405). As discussed above, the imaging scan is transformed into a three
dimensional volume of the region by stacking the binary images of the imaging scan
and defining three dimensional volume units, or vaxels, from these stacked Images
(step 3410). Drepending on the volume and cormplexily of (he region of interest, it may
he desirable to reduce to size of the dataset of the (hree dimensional velune prior o
ganarating the skelelon. To this end, a mulliresolution data reduction process, which is
discussed in more dotail below, can be used (step 341 3).

‘Lhe skeleton is a subsct of the three dimensional volume, Preferably,
lhe skeleton has the following atteibutes: 1) It preserves the homotopy of the tree; 2) it
18 26-connected; 3) it is one voxel thick; 4) il approximates the central axes of the
branches; and 5} it is relaiively smoath. The degree of hamotopy is somewhat
application specific. For example, in generating u skeleton of the colon lumen, the
skeleton will generally be a single path f[rom end to end, despits the prescnce of
numerous havstral [olds which can be several voxels deep. However, in the
cardiovascular sysiem and pulinonary system, a small oftzhoot from the root which is
severul voxels deep can reprezent a legititmate branch in the system.

Retluming to Figure 34, in the volume of interest, a root voxe! iz
ideniified in the volume (step 3420). In performing virtual endescopy, this can be
performed manally based on an understanding of the geometry of the structure being
evilualed.
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A distance map can then he generated Lo identify the branches in the
free and the distances between the endpoints of the branches and the root voxel {step
F423). A presumption applied in this mothod is that there exists ong unique endpoint
on each branch which exhibits the longest distance to the root of the tree. Figure 35 is
a schemalic diagram illustrating a 3x3x3 cubic voxel arrangement which is referred to
as a 26-ronnected voxel cubic distance plate. In the center of this arrangement is a
seed voxcl 3505, which is assigned a distance weight of zero. Araund the ssed voxel
3505 are 26 connecled neighber voxels which are assigned distance weights bascd on
the respective Fuelidean distance between the respective neighbor voxe! and the seed.

In 4 cubic arrangement the Euclidian distance can assume a normalized value of
1 Jz /3 which s approximately eyual to 1, 1.4 and 1.7. To simplify processing,

the vanels can be assigned integer value weights of 10, 14, and 17 to approximate the
relutive Eoclidian distances.

Figure 36 is a pseudo-vode representation of an algorithm for
delermining the distance map from a voxe! in the volume to the root usiug the
Euclidian weighted distanccs of the 26-connected cubic distence plate of Figuss 35,
From the generated distance map, brauches are identilied and the endpoinis of the
branchies are dotormined (step 34300,

Referring to Figure 36, the toot of the volume is labeled with the nteger
value 0. A processing quenc is then formed with the voxels in the volnme, The
voxels are thea labeled in a first-in, first out manner by adding the Cuclidian distances
betwoen the voxel at the top of the queue and the rovt voxel. This process is repeater
until all of the voxels in the volume are assigned a value in the distance map,

Because the labeling of voxels in the distance map will depend, in part,
un the quening order, the resulting distance map does not provide a unique solution.
Howcever, regardless of the queuing order, there is always ut least one farthest poins for
each branch, In addition, for each voxel, other than the root voxel, there is always at
least one 26-connected neighbnr in the volume which has a shorter distance to the root,
Thus, the endpaints of the branches are readily detectable by searching the distance
map for local maxinmm Jistances {local maxima) (step 3430). The term Iocal maxima

is a relative term. Tn evaluating the volume for local maxima, the volume should be
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partitioned into varicus subspaces which are appropriaie (o the vhject being evaluated.
The cxpected feature size, branch length, brunch dimmeter, cte. arc gencrally considered
in defermining, the subspace partitions.

Onee the endpoints of the branches are determined, the shortest path
from the endpoint (o the roat voxcl is derermined (step 3433). Lhe shortest paths from
the endpoints to the root define the basic siructure of the branches of the tree and
approximate the centerline of the branches. This is referred 1o as the rough skelefon of
e volume. The shortest paths are preferably generated from the branches at farthest
end of the wee and begin from the end of those branches. From the most remote
branch cndpoint, the first voxel is sclected and its 26-connected neighburs are analyzed
1o detenmine which voxel is {n the minimal distance path from endpoint to ront, This
process is repeated untl a selected vaxel meets the root, “Uhis results in a one-voxcl
wide path from the farthest end 1o the root, Searching for the shortest path for other
branches is similar. However, for subscquent branches, the selection process can
terminate when the current path reaches a previously assigned path (e g., the path need
net Jead all the way to the moot), The vollection of all of the interconnected shortesl
paths is the resulting rough skeleton of the objcet.

Depending on the application of the resulting rough skelelon, it may be
desirable (o refine the rongh skeleton (step 3440), One slep of refining the skeleton is
Lo centralize the skeleton within the branches, Centralization preferably takes place
branch by branch from the lungest branch to the shortest. Starting with ihe longest
branch, « uniform interval is selected, generally in the runge of 4-8 voxcls, along the
branch. Faor each interval, the tangent direction of the voxel on the rough skeleron is
calculated and & plane crossing the voxel perpendicular to the tangent direction is
determined, A two dimensional aren defined by the intersection of the plane and the
volume is crealed wd the center of this infersection can be computed using the known
maximum disk technique, The centers of intersection can then be connected using a
bi-cubic, B-spling interpelation or other cwive fitting method. For the remaining
branches, the endpoint which imeets another branch or the rant must fivst be adjusted to
match the position of the previonsly cenered skeleton branel. Then, centralization can

proceed in the sune mauner as described for the longest branch.
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Relerming back to step 3413, when a Jarge datasct Is invelved, it may be
required, or ul least desirable, to reduce the size of the dataset to spead up processing
and reduce processing cost. Noting that the tree stnemre can be preserved within a
range of scales, the large volume can be shrunk to a smaller scale space for structure
analysis.

A shrinking method based on multiresolution analysis theory can be
used. The input data is the stack of binary images of the same size which can be
obiained from the segmentation results of the CT or MRI scan. The x-directlion iz
taken along the slice image width, the y-direction is along the slice image height, and
the z-dircetion ig along the direction of slice by slice. The forcpround voxels in the
Tree volume are sei to value of 128 (maximam) and the background voxels are set to
value 0 {minimum). A Daubechies” bi-orthogonal wavelet iransform with all rationsl
coefficients is employed. This onc-dimensional (10 discrete wavelet transformation
(DWT) is first applied along to the x-direction row by row. From application of the
DWT only the lower freguency components are retained and packed. The compnation
is preferably implemented in floating paints. Noting that the DWT is applied to the
binary signal, there are two kinds of nonvero coellicients which result in the lower
frequency component. The firsl is of value 128 and this kind of coefficients are localed
in the interior of the volume, The second is of a value not equal to 128 and these
eoeflicients locate the boundury of the velume,

The coefficients of the second Kind are comparcd against a
predetermined theeshold valug. IFifs absolute value Is larger than a pre-sel threshold
T1, the value of the cocfficicnt is set to 128; otherwise, it Is set to 0. This resuiis in a
stack of binary images with o row size of half of the original dataset. The same DW1'
is then applied to the resulting dataset along the v-direetion column by volumn, where
the similar thresholding is employed to the lower fequency components. T'he result is
again a stack of binary images, but now with both half row and column size as
compared to the original datasel. Finally, the DWT is applied 1o the last result along
the z-direction and the lower frequency components are retained. This step completes

the first level decampasition,
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The resulting dataset of the first level decempositicn is of hulf size in all
three directions as compared to the original dataset. If the shrinking procedure stops at
this level, the finial thresholding is applied. It revalues those cocfficients of nonzero
and non-128 value, IT the 2bsolute value of this kind of coefficient is larger than a pre-
set thieshold ‘12, i1 will be revalued as 128; olherwise, it is revalued as 0. Tf further
shrinking is nceded, the same thresholding algorithm is applied with the threshold T1.
Further shrinking proceeds as previously described, but is upplied to the datasct shrunk
at the last previous level. The deconoposition procedurc can be recursively applied
until the resulting volume meets the desired reduced data volume. In virual
endescapy, (he slice images are of 512X512 pixel size. The maximum decomposition
Tevel is usually three, resulting in a 64x64 reduced pixel size.

The volume is isotropically shrank in all directions with the presented
method. The two pre-set thresholds, T1 and T2, are used to contrel the degree of
shrinking. Tf the volume is significantly over shrank, connectivity may be lost in the
reduced volume. 1 it is over shrunk to a leaser degree. twa separate branches may
merge inta one hranch in the rednced volume dataset. The larger the two threshold
values, the thinner the reduced volume is. The range of those two thresholds is [0, r x
128], where 0<r<1. Preferably, the range for virtual endosenpy is rc (0,08, 0,28) for
T and re (0.7, 0.98) for T2. The cxact determination is dependant on the foature size
of the particular application and is selected to achieve reduction while retaining the
fidelity of the structure information in the shrunk volwne,

Adter shrinking the original volume, the tree vanch searching procedure
can be applied 10 the smaller volume (sizps 3420-3440). The resultant skelelon cun be
mapped back into the original scale space. When sealed to the original space, the
imuge of the smallar scale skelctun no longer remain 4 connected path in the ol ginal
scale space. These voxels in the image act as coutral points for the final skeleton, 'The
control points arc centralized using the algorithin as described previously, and then,
they ave interpolated to form the: final skeleton of the objec,

Computer Assisted Disgnosis
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The viitual examination 1eéh11iques described herein lend (hemsalves to
applications for the computer assisted diagnosis (CAD) of vardous conditions. For
cxample, as described above, by sxamining the geemetry of an organs tissue for Joeal
Gausian curvatures, regions with abnormal geomeiry, such as polyps inside 4 colon
lumen, can awomatically be idemificd. This technique ¢an be generalized and used in
conjunclivn with texture featurcs to provide CAD functionality for a number of
applications.

For example, using the multi-yean imaging of the bladder described
above, automated detection or tumors in the bladder wall cun be performed. In this
case, the degree of tumor invasion within the bladder wall is generally used to define
the sfage of bladder cancer. Using the multi-scan imaging and image segmentation
techniques desrribed above, the repion of the bladder wall can be readily delineated.
Regions of normal bladder tissuc generally exhibit a substantially uniform texiure
featurc. However, if 2 tumor is present in the region, the uniform (exiure leuture will
be interrupred. Thus, using texture analysis to svaluate the wall of the bladder. a
region which may exhibit a tumor will present itsel[ ns a disturbance, or “noisy region”
within the unitorm texture.

The texture ul a 1egion can be represented by a probability distribution
funetion {PTIF) which characlerizes the intensity corvelation between voxels within a
defined range. A two-dimensional PDF can be used Lo represent a texturs feature.
Such a PLY characterizes the comelation between two clasest voxels along all
directions. To estiniase the PDF, the intensities of any twa closest neighbor voxels in a
region of iuterest can be recorded as a sample vector for (he region of intercst (c.g.,
cofitext). Using u number of such sample veetors, 4 cumulating distribution Fimetion
(CNIF) can be generated which sstimates the PDE lor that context. For gach vaxel,
sample veclors within & range of its neighbor can also be used w generate a local CDF.

A stalisiical test, such as a Kolmogorov-Smirnov test, can be applied to
the CDT to determine whether the CDF of (he context and the local CDF are
statistivally equivalent, c.g., within a predefined confidence level. I so, the local
texture featare around the current voxel is regarded as identical 1o the context.

Otherwisc, the current voxel ealdbits a different lextore feature from that of the
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context and may be regarded as a poiential abnormality, such ag a tumor. The level of
confidence used to determine whether 4 voxel is statistically equivalent to the context
can be varied lo increuse or decrcase the sensitivity of detection,

1o an alicrnative method of applying the PDF or CTOF for lexture
analyis, sach CDF or PDF can be regarded as a point in a functional linear space. The
distance hetween wwe CDF’s or PDF’s in that space ean be measured, such as in torms
of the Skorohold metric. This distance provides.a measure of the degree of similarity
of PDE’s. For example, the distance between a local CDF and the context CDF can be
calcolated and the resulting distence can be eompared to one or more distancing
thresholds,  1f the distunce is large, the loeal texture may be considered different from
the vontext, which can indicate that such a voxel belongs to a region with a porential
abnormality or tumer.  Preferably, the distancing threshelds are determined based on
evaluation of a statistically sufficient known data sets.

The distance calculated above can be used with visualization techiniques
and volume rendering techniques, such as thuse described herein. For example, a
feature volume datasct having o stze compurable to the original datasst can be created.
The intensity for cach voxel in the new dataset can then be assigned based upon the
distance between the local CDY and the CDF of the comtext. When this three
dimensienal volume datasct is viewed through volume rendering techniques, the
regions which contain suspected tumors will exhibit a higher jmage intensity than the
surrounding area,

As was discussed above in commeclion with automatic detection of
palyps, the surface of a lumen can be represented as a continuously second
differentiable surfece in three dimensional Euclidean space, such as by using a C-2
smoethness surface model. In such u model, cach voxel on the surface of the colon has
ar associated geometrical feature which has a Gauss curvature, referred to as Gayss
curvalure ficlds. For various organs, certain expected local features can be
characterized by distinct curvalute templates, For sxanple, in the context of the eolon,
Lhe expecied local features include smooth curve surfaces, ring folds, convex hills from
a smooth surface und plaicaus trom a smoolh surface. These last two local features

may be indiculive of & polyp or wumor, Accordingly, by scarching the Guuss curvature
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ficlds for specific predetermined local fearure templates, polyps, tumors and other
abnormalities of interest can be awtomatically detected. This use of surlace peomctry
10 perform computer assisted diagnosis can be used alone, of in conjunction with the
texturc-hased CAD lechnicques described above.

As an alternalive to rendering and vicwing the enlire organ or region of
interest, (he surlucs under obscrvation can be pantitioned into small areas, or paiches,
which are defined by the local curvature templates. Cach patch should contain vaxels
which have a common geometry feature, or curvature template. A single viewing point
is then determined for the pateh which ellows all voxels of the patch to be obscrved.
The patches are then assigned a priorily score Indicating the probability that the patch
represents a pelyp or other abnormalily. The putches can then be observed
individually, in priosity order, rather (han requiring the operator to navigats the entire
organ volumne to search eut suspect arcas. OF cowrse, a preferred diagnostic system
includes the abiliry 1o toggle between views such that an operator can readily change
from vicwing 2 patch to viewing the patch in the context of the argan.  Aliematively,
these two views can be presented simultancously. Apain. the texture based approaches
can be used 1o supplement this approach. By mapping the resulis of texture analysis
onto the patches heing ohserved, the texture information can also be observed and used
in diagnoses.

The: foregoing merely illustrates the principles of the present imaging
and examination systems and methods. Tt will thus be appreciated that those skilled in
the art will be able to devise mimerous systeins, apparatus and methods which,
although not explicitly shown or described berein, cmbody the prinviples of the
invention and are thus within the spirit and scope of the inventicn, as delined by iis
claims.

For example, the methods and systems deseribed hercin could be
applied to virtually examing an animal, fish or inanimate object. Besides the stated
uses w the medical field. applications of the lechnigue could be used to deteet the
contents ol sealed objects which tannol be upened. The teehniques can, also be used
inside an architectural stracture such as a building or cavem and enable the operator to

navigate through the structure.
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CLAIMS
1. A method for performing virtnal examination of an object comprising:

20

performing at least one scan of an object with the object distended by
the presence of a contrast agent;

performing at least one scan of the abject with the object relieved of the
cantrast agent;

converting the scans tu cumesponding volune datasets compriging a
pluralily of voxels:

performing image segmentation to classify the voxels of each scan into
a plurality of catcgeries;

registering the volume datasets of each scan to a comumon coordinate
systent;

displaying at least two of the volume datasets in a subsianlally
simultaneous manner; and

performing virtual navigaiion operations in one of the volume datasets
and having the corresponding navigation opcrations take place in at least one other

volume datasct,

2 The method for performing virlual examination according to claim 1, wherein
the at least one scan of the distended ohject includes a transverse scar and a coronal

scan of the object.

3 The :nethod [or performing virtual examination accerding to claim 2, wherein
the 4f least ane sean of the relieved object includes a teansverse scan and 2 coronal scan

af the objcer.

4. The method for performing virtual exantination according to claim 3, wherein

the object is a bladder,
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5. ‘I'he methed of performing virtual examination according o claim 4, wherein

the scans ars computed tomography scans,

G, The methud of performing virtual cxarnination according to claim 4, wherzin

the scans ars ulirasound imaging scaus,

7. The method of performing virtual examination according (o claim 4, wherein

the scans are magnetic resonance imaging scans,

8 ‘The method of performing virlual exumination according to claim 7, wherein

the contrast agent is urine,

9. The method for performing virtual examination according to claim |, wherein
the at Teast one scan of the relieved object includes a transverse scan and a cotonal sean

of the objcet.

10.  The method for parforming virual examination according to claim 1, whereln

the ohject is a bladder.

11, The method of performing wirfual examination avcording to claim 10, wherein

the scuns are computed tomography scans,

12, The methed of performing virtual examination aceurding to claim 10, whercin

the svans are ulirasound imaging scans,

13, The method of performing virfual ecxamination aseording to claim 10, wherein

the scans are magnetic resonance imaging scans

14, ‘{he method of performing virmal examination according to cliim 13, wherein

the conrast agent is urine.
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15, The method of performing virtual examination according to cloin 1, furlher
comprising evaluating the at least onc scan with the object distended and the at least
one scan with the object relieved tu idenlify regions where contrasi is more visiblz in
one of said stans and svaluating the scan with mors contrast in a region of interest to

delerming physiological characteristics of the object.

16.  The methed of perfortming virtual examination according to claim 15, wherein
said step of image segmentation includes classifying voxels based on local intensily

vectors of the voxels.

17 The methed of perfonming virtuul examination according w claim 16, wherein
the siep olimuge sepmentation further includes using a region growing algorithm to

identify regions of the object based on the classified voxels.

18.  The method of performing virtual examinatien acearding to claim 1, further
comprising partitioning the valume image datasets into a plurality of regions related to

the ceordinate system.

1% The method of performing virtual cxamination according to claim 18, wherein
the plurality of regions include eight regions defined in a three dimensional coordinate

system.

20. A method [or performing virual examination of an ubject comprising:
performing an imagiug scan of the chject lo acquire image scan data;
converting the acquired irnage svan dala to a plurality of voxels;
interpolating belweun ihe voxels to generate an expunder datasel;
performing image segmentation to elassify the vexels into a plurality of

categories;
extracting a volue of the object interior from the expanded dataset;
generating a reduced resolutivn datasct from the expanded dataset;

storing the expanded dataset in a tree data struclure;
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rendering images for the expanded dataset and rednced resolution
dutaset; and
selecting at least one of the reduced resolution dataset or expanded

dataset renderings for display.

21. The methad for performing virtnal examination of an object of claim 20,
wherein the sclecting step comprises:
selecting the reduced resolution dataset during image inleruction; and
selecting the expanded dataset rendering il no image interaction has

occuned in a predetermingd 1ime period.

22, The method for performing virtual examination of an object of claim 20,

wherein the imaging scan 15 4 computed fomography scan.

23.  The methad for performing virtual examiation of an ehjcct of cluim 20,

wherein the imaging scan is 2 magnetic resonance imaging sein.

24.  The method for performing virlual exumination of an objcet of claim 29,

wherein the imaging sean is an ulirasound imaging scan.

35, The methed for performing virtual examination of an obfect of claim 20,

whereIn the ubject is the luoynx,

26.  The method for performing virual exumination of an object of claim 20,

wherein the tree structure is a binary space partition tree structure.

27 A method of perlorming virtual angiography comprising:
sequiring imaging sean dala including at least a portion of the aoriy;
convetting the imaging scan data to u volume representation including a

plurality of voxcls,
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segmenling the volume representation to elassify the voxels inlo one of’
a pluralily of categories;

analyzing the scgmented volume representation to identify voxels
indicative af at leasi u porlion of an aneurysm in the aortic wall; and

generaiing at least one closing surface around the voxels indicative of at

Teast a portion of an ancurysm to estimate the contour of the anewrysm.

28, The method of performing virtual angiograply of claim 27, wherein (he

imaging scan is 2 computed tomography scan.

29.  The method of performing virtual angivgraphy of claim 27, wherein the

imaging scan is a magnelic resanance imaging scan,

30, The merhod of performing virtual angiography of claim 27, wherein the
segmenling operation classifies voxels in at least the categories of blood, tissue. and

caleium deposits,

31, The method of performing virlual angiography of claim 27, farther comprising

eslimating the volume of the sneurysm using the gencrated closing surfaces.

32 The method of performing virtual angiogeaphy of elaim 27, further comprising

generaling a navigation path through the sortic lumen.

33. The method of performing virtual angiography of claim, 32, further comprising

cstimating the length of the ancurysm based on the navigation path.

34 Amcthod of performing vivtual endoscopy of a blood vesscl comprising:
acquiring imaging scan data including at least 2 portion of the vessel;
converting the imaging scan duta to a volume representation including a

plurality of voxels;
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segmenting the volume representation to classify the voxcls inte onc of’
a plurality of categories including, ibe valegories of bloed, tissuc, and calcium deposits;

and

generafing a navigation path through the vessel.

35, The method of perforniing virtual endascopy of claim 34, wherein the vessel is

a carotid artery.

36, The method of performing virtual endoscopy of elaim 34, further comprising
the step of determining the diameter of the carotid artery along the navigation path to

identify regions of narrewing.

37, The meihod of performing virtual angiography of claim 34, wherein the

imaging scan is a computed tomography scan.

38, The method of performing virlual angiography of claim 34, wherein the

imaging scan is 4 magnetic resonance imaging scan.

. Amethod of determining the characteristics of a stent graft using virtual
angioscopy. comprising:

acquiting imaging scan data including at least a portion of the aorta,

converting the imaging scan data to a volume representation including a
plurality of voxels,

seprmenting the volume representation ma classify the vexels into one of
a phurality of categories;

analyzing the segmented volume representation to identify voxels
indicalive of ut least a portion of an anenrysra in the aortic wall,

generating at least one closing aurface around the voxels indicative ol al
least a portion of an aneurysm 1o estimate the contour of the aneurysm;

identifying the location of the endpoints of the ancurysm contour:
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calculating the length hetween the endpoints of the ancwrysm contour to
determine the lenpth of the stent gralt; and
calvulaling the diameter of the aortic lumen at the endpoints of the

uncurysn: contour to determine the required ouiside diameters of the stent grafi.

40, The method of determining the characteristics of a stent wrafl of cluim 39,
further comprising determining the angle of inferface of the aneurysm and nermal
aortic lumen to determine an angular dirsetion of a corresponding end of the stent

oraft.

41, ‘Lhe method of determining the characteristics of a stent praft of claim 39,
furtier comprising locating arterial branches proximate the aneurysm ta deterrnine o
maximum length of the stent graft.

42, The method of determining the characteristics of a stent prall of claim 41,
wherein the arterial branches proxtmate the aneurysm include at least one of the renal

and femaral arferial branches.

43, The method of determining the characteristics of a stent gratt of claim 3%,
Turther comprising conducting a virtuul biopsy of the aortic region proximate the ends
of the aneurysm to determing the nature of the tissue at the anticipated praft inerface

iocations,

44. A methed of delining @ skeleton for a three dimensional image representation
of 2 hollow object furmed with a plurality of vexels comprising:

tdeniifying a root voxel within the hollow object;

generuting a distance map for all voxels within the hollow object, the distance
map being formed using a 26-connected cubic plate of neighboring voxels having
Euclidian weighted distances;

identifying voxels having a local maxima in the distance map as endpoinls of

branches in the hollow abject; and
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[or each local maxima voxel, determining a shortest conneeted path to one of

the root voxel or a previously defined shortest path.

45, The method of defining a skeleton for a three dimensional image representation
of claim 44 firther comprising performing multi-resolution data reduction 1o the three
dimensional image representation to generate a reduced data set for the generating and

identifying operations.

46, The method of defining a sheleton for a three dimensional image
representation of elaim 44 firther eomprising centralizing the shortest paths within the

respective branches of the objeet.

47.  The method of defining a skeleton for a threc dimensional imags

ropresentation of clain 44, wherein the object includes at least ona blood vessel.

48, The methad of defining a skelston for a three dimensional image representation

of claim 44, wherein (he ubject includes the airways of a lung,

48, The method of defining a skeleton for a three dimensional image representation

ol clairn 44, wherein the object includes the bludder,

3 The method of defining a skeleton for a three dimensional image representation
of ¢laim 44, wherein the ohject includes fhe spinal cord of a vertebrate animal,
31 A methed of performing computed ussisted diagnosis of a region of interest,
comprising:

acquiring imaging scan data including at least a pertion of the repion of

Lateresi;
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canverling the jmaging sean data 1o a volume representation inctuding a
plurality of voxels, al lewsl a pertion of the voxels representing 5 surface of the region
ol mlerest; and

analyzing said portion of voxels representing a surlace for at least one

of a geometric feature and a textural feature indicative of an abnormality.

52, The methed of performing sompuled assisied dingnosis aceording to elajm 51,
wherein the toxtural feature is included in a probability density function characterizing

acotelation between (wo voxels of the portion of voxels.

53 “I'ne method of performing computed assisted diagnosis according w claim 52,

wherein the two voxels are adjacent voxels.

54, The method of performing computer ussisted diagnosis according to claim 52,
wherein intensities of said portion of voxels are used io gencrate an estimate of the

probabiiity density funclion.

35, ‘Themethod of performing cemputer assisted diagnosis according 1o claim 54,
wherein 2 plwality of voxel intensities are used ta generate a cuenulating distribution
function of the region of inlerest and 2 local cunlating distribution function, and
wherein the local cumulating distribution function is compared aguinst the context

cumulating distritation fanction to identily regions of abnormality.

56.  The method of performing enmputer agsistzd diagnosis according to claim 55,
wherein a distunce is determined between said local cumulating diswibution function
and suid context cumulating distribution function, the distance providing 4 measure of

ubnormality.

57.  The method of performing computer assisted diagnosis according to eleim 56,

wherein the distance is used to assipm intensity values i the voxels representing a
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surface of the region of intercst and wherein said method further comprises displaying

said voxels such that variations in intensity represent regions of ubnormality.

38 The method of performing computer assisted diagnosis according to claim 57,
wherein the region of interest ineludes the ¢olon and wherein the abnormality includes

polyps.

59 The method of perfonning computer assisted disgmosis according to claim 51,
wherein the region of interest ineludes the aorta and whersin the abnarmality includes

abdominal zortic aneurysms.

60, The method of performing camputer assisted diagnosis according to ¢laim 51
wherein the surface is represented as a second ditferentiable surface where each surface
valunie wnit has an associute Gauss curvature and wherein said Gauss curvatures

combing to formn said geometric teaturcs,

61.  The method of performing computer assisted diagnosis according 10 ¢laim 59
wherein a plurality of predetermined geometrical feature templales are defined and
wherein the geometric features of said surface are compared W said templates to

delermine a geometric feature classification,

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(218)

WO az/029754 PCT/USOL/30704
1427

-
101\11_ PREPARE ORGAN |F |

NECESSARY
|

J
103~J SCAN ORGAN |
)

104 | CONVERT SCAN DATA
INTO VOLUME ELEMENTS

!

105~ DEFINE PCRTION OF

ORGAN TO EXAMINE
{

107 | PERFORM AUTOMATIC CR
GUIDED NAVIGATION OF ORGAN

109\| DISPLAYl ORGAN
END
FIG. 1
‘M'
Particle 2
: Rod

/ Particle 1
01

205 2

2t

FIG 3
SUBSTITUTE SHEET (FULE 26}

JP 2004-510515 A 2004.4.8



JP 2004-510515 A 2004.4.8

(219)

2 a9ld
S
m —==G1Z mmxo X
m GO 2 golpand
10¢ Nx / sIXD-A
o
, g
i . )
| L\\\\ M
1} Hn
| poy /¥ ssol SIXD-Z o
by | ILREINEY,) ]
iL;
n//_; I =
I 4]
| G- Ly
c0e 5 | m
1ABI_EF FX =
SRR apnnd [Telz =
; o3
: 2
aupld sbowl - w
s
mom,/.\ / %84
s a_ 82404 |0VINT
cL2 UL MBIA / Xy A
_u_m_u_ B1EuRLed

4og 2D 102

WO 02/029764

L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(220)

WO 02/029754 PET/USOLA30704

as27

4

FINISH
POINT
503

405
BLOCKING
waLL 403

COLON SURFACE FIG. 5

FIG. 4

POINT

FIG. 8

SUBSTITUTE SHEET (RULE 26)

JP

2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(221)

WO N2/029764 PCT/USOL30H4

4727

501 | IDENTIFY GELL
CONTAINING CAMERA

i

203~ BUIL.D STAB TREE FOR
POTENTIALLY VISIBLE CELLS

v
905 _ STORE INTERSECTION OF
ADJOINING CELLS AT EDGES
OF STAB TREE

209

S07

ANY
LOOP NODES?

COLLAPSE
TWO NODES

911
{7 TTIALIZE Z-BUFFER

!
913"~~ITRAVERSE NODES IN Z~BUFFER |
!
918 —] BUILD IMAGE OF

VISIBLE CELLS

END

FIG. 9

SUBSTITUTE SHEET (RULE 26)

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(222)

WO 02/029754 PET/USOLA30704

/27

cells advancing cross-section

1006 1607

center-ling
stort point

FIG. 10

1157

FIG. 11{a)
SUBSTIVUTE SHEET (RULE 26)

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(223)
WO 02/029764 PETUSOL/30704
6/27
1109 1109
A/B
111Q 1nge2
INTERSECT INTERSECT
INTERSECT
{psB,BACH {asB,B/D} A/, 570}

114

{s/B,B/C,C/B}

FIG. 11{b) FIG. 11{c}

J

1261 ‘

B 11265
1257 & 7

1203 : I
; 1263

1253
1255

1251 1259 1203
FIG. 12{a)
SUBSTITUTE SHEET (RYLE 26

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(224)

WO N2/029764 PCT/USOL30H4

er

1213

INTERSEGT INTERSECT
INTERSECT INTERSECT {177, F/B} {1/F. F/E}
{t/F.F/B}, {zse FrE} 1215 1219

INTERSECT

(NTERSECT {1/F, /B, B/A}

{L/F, F/8, B/D} 1217

RENDERED NODES {I}
SKIPPED NODE{ }

FIG. 12{c)
INTERSECT, INTERSECT
{1/F, F/B} {1/F, F/E} INTERSECT
/F, F/
1215 1219 {1/F, F/E}
1219
INTERSECT

{I/F, F/B, B/A}

1217~x] RENDERED NODES: {L, F}
SKIPPED NODES: { )

FiG. 12 (d)

RENDERED NODES:{I, F}
SKIPPED NOOESH{A.B}

FIG. 12{e)

_ FIG. 13
SUBSTITUTE SHEET (RULE 26)

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(225) JP 2004-510515 A 2004.4.8

WO 02/029754 B / 27 PET/USOLA30704
1403
\ 1401
14({? 1406
1405 <

1427

(415 < 1423 CAMERA
CrPU
T4t
a

DIGITIZER

1429

FIG 14
SUBSTITUTE SHEET (FALE 28)



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(226) JP 2004-510515 A 2004.4.8

WO N2/029764 PCT/USOL30H4

9s27

‘ REGICNAL PREPARATION [.—1310

FOR IMAGING

}

‘ ACQUIRE IMAGE DATA J/15EO

}

CONVERT IMAGE |_--15630
DATA TO VOXELS

}

GROUP VOXELS BY 1540
INTENSITY THRESHOLD AS
VOXEL CLUSTERS

|

IDENTIFY TARGET CLUSTER 1550
FOR REGION OF INTEREST

PERFORM FEATURS 1580
VECTOR ANALYSIS ON [
TARGETED CLUSTER(S)

I

CLASSIFY VOXELS | 1370
WITHIN CLUSTER

|

PERFORM HIGH LEVEL | —-1580
FEATURE EXTRACTION

FIG 15
SUBSTITUTE SHEET (RULE 26)




—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(227)

WO nz29764 PCT/LSOL30704
10727
«10®
35 1 — T
1606 - ——1608
3 _|
2.5 =
P
o
: oer 1
>
M 15| .
g,
w
‘I | -
1602 )
o5 -/ €04 _
o 1 i L‘_“-—ﬁt; 1
o] 500 1000 1500 2000 2500
INTENSITY
FIG. 16

17T08-.
1702 # 1706
\ )
=
= —
\1?04
5 \1?06

1708

FIG, 17
SUBSTITUTE SHEET (RULE 26)

JP 2004-510515

A 2004.4.8



(228)

WO N2/029764 PCT/USOL30H4

1802
1802

F1G. 18A

FIG. 18B

FI1G 18C
SUBSTITUTE SHEET (RULE 26)

JP 2004-510515 A 2004.4.8



WO 02/029764

(229)

PCT/USOL30H4

12727

09
\

/1906
1908\& .
\

e P 1904
FIG. 19B

9%

Fic.12C
SUBSTITUTE SHEET (RULE 28)

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(230)

WO N2/029764 PCT/USOL30H4

13727

START

TEXTURE | _-2010
SEGMENTATION

TEXTURE | ——2020
ANALYSIS

T

TEXTURE | __-2030
MODELING

S

[ TEXTURE | _-2040
MATCHING

-

TEXTURE | 2050
SYNTHESIS

FiG. 20

SUBSTITUTE SHEET (RULE 26)

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

WO 02/029764

14727

2100

(231)

PCT/USOL30H4

[ CAST RAY FROM

THE VIEWPOINT

THROUGH IMAGE
PIXELS

I

2410~

SET FIRST
SAMPLING POINT A3
THE CURRENT
IMAGE PIXEL ALONG
THE RAY

i

2120-.__|

CHECK DISTANCE
FROM CURRENT

2140

JUMP TO NEW
POINT ALONG RAY
WITH DISTANCE (D)

SAMPLING POINT TO
NEAREST COLON
WALL

]

YES

DISTANCE (D)>
SAMPLING INT. (1)
?

2150~ |

PERFCRM REGULAR
SAMPLING AT THIiS
POINT

I

2160~ |

GO TO NEW
SAMPLING POINT
ALONG RAY AT
DISTANCE i

FiG. 2

1

SUBSTITUTE SHEET (RULE 26)

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

WO 02/029764

{ START )

2210

VOLUME SHRINKING
FROM COLON WALL

2215

GENERATE MIN.
DISTANCE PATH
BETWEEN
ENDPQOINTS

EXTRACT CONTROL
POINTS

CENTER CONTROL
POINTS WITHIN
LUMEN

INTERPOLATE
POINTS TO
GENERATE FLY-
PATH THROUGH
LUMEN

{ STOP )

FIG. 22

2220

2230

2240

(232)

PCT/USOL30H4

i START ]

2310

REPRESENT
VOLUME AS A
STACK OF BINARY
IMAGES

2320

APPLY DISCRETE
WAVELET
TRANSFORMATION

2330
N

Y.

APPLY THRESHOLD
TO SUB-DATA SETS

2340

NG

DONE

FIG. 23

SUBSTITUTE SHEET (RULE 26}

YES

JP 2004-510515 A 2004.4.8



JP 2004-510515 A 2004.4.8

(233)

PCT/USOL30H4

16/27
SUBSTITUTE SHEET (RULE 26}

WO 02/029764

L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(234) JP 2004-510515 A 2004.4.8

WO 02/029754 PET/USOLA30704

wer
2500 2710

START ) CONVERT IMAGING
SCANNER DATA TO

2510 VOLUME ELEMENT
REPRESENTATION
SEGMENT COLON {MAIN MEMORY)
LUMEN 2720
2520 -
PARTITION VOLUME
SELECT POINT INTO SLICES
WITHIN EACH
SEGMENT 27<O

FOR EACH SLICE,
PERFCRM VOLUME
RENDERING AND

2525

YES ALL PCINTS

CENTERED? TEXTURE SYNTHESIS
: {VOLUME RENDERING
2530 MEMORY)
2740
CENTER SELECTED v
POINTS WITH STORE RENDERED
RESPECT TO COLCN SLICES IN SEQUENTIAL
WALL BUFFER (BACK TO
FRONT)
2540 MAIN MEMORY)
SEQUENTIALLY 2750
o CONNECT
CENTERED POINTS DISPLAY CONTENTS
5550 OF BUFFER
END
FiG 27
FIG, 25

SUBSTITUTE SHEET (RULE 26)



JP 2004-510515 A 2004.4.8

(235)

9¢ 'Ol $I0IAIC 071
3
S m||..| llllllllllllllllllllllll T
= _ Oegz~_| AHOWIW /N _
£ _ MR N/ _
_ | _-G2ge _
| o
“ s
ov9z o
_ 1 awvos N HOSS300M K Jovauain | | o
| SOIHAVHD N/ 0/ | (7
_ .
~ \ N\ -
S | 0592 029z olez | 4
@ _ \ -
| =
auves Quvos
|| Ghuoman | oniuaanzs () AHV 30w | | @
HANNTIS
_ hveavad I RN | @
q > d
4 s e TR
2 —_—— 1 —_———
5 Gggo2 " 1
g | HINNVIS ONISYAIL |
H e ". WOY4 viva 39vWI |
B —_—

L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

WO 02/029764

(236)

PCT/USOL30H4

19/27

2805—_|

PRE-IMAGE SCAN PROTOCOL

!

2810-——__|

SCAN1 BLADDER FULL,
TRANSVERSE SCAN

|

2815-—__|

SCAN 2 BLLADDER FULL,
CORONAL SCAN

}

2820—__|

SCAN 3 BLADDER RELIEVED,
TRANSVERSE SCAN

|

2825~___|

SCAN 4 BLADDER RELIEVED,
CORONAL SCAN

|

2850——_|

IMAGE SEGMENTATION

|

2835-—_]

REGISTER CQOORDINATC
FRAMES OF OCTANTS

|

2840 ~__|

PARTITION DATA SETS
(OCTANTS)

l

2845-___|

VIEW MULTI-SCAN IMAGE

SUBSTITUTE SHEET (RULE 36}

FIG. 28

JP 2004-510515 A 2004.4.8



WO 02/029764

20/27

(237)

PCT/USOL30H4

2920

FiG 29

SUBSTITUTE SHEET (RULE 26)

JP

2004-510515 A 2004.4.8



o e T e T e T e T e T e T e O e T e B e T T e B |

WO 02/029764

2tse7

SUBSTITUTE SHEET (RULE 26)

(238)

PCT/USOL30H4

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(239) JP 2004-510515 A 2004.4.8

WO N2/029764 PCT/USOL30H4

22/27

3106 SCAN REGION OF
T LARYNX

l

IMAGE SEGMENTATION
3110— | (GENERATE EXPANDED
DATA SET AND

CLASSIFY VOXELS)

l

3115—__| EXTRACT VOLUME OF
LARYNX VOLUME

|

2120 GENERATE REDUCED
RESOLUTION DATASET

)

EXTRACT POLYGONS

3120 REPRESENTING
SURFACES/VCOLUMES

FROM BOTH DATASETS

}

3130~ ORGANIZE ENLARGED
DATASET IN & BSP-TREE

3145
l 3135 d

DISPLAY YES
LOW—RESOLUTION NAVIGATION

DATASET

3140 | DISPLAY HIGH—- L
RESOLUTION DATASET

FIG. 31

QUBSTITUTE SHEET (RULE 26)



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

WO 02/029764

23727

(240)

PCT/USOL30H4

3205—|

ANGIOGRAFPHICAL
CT ScAN

!

3210—-

IMAGE
SEGMENTATION

I

3215—_]

IDENTIFY PORTIONS
OF ANEURISMW

}

3220—_ |

GENERATE CLOSING
SURFACE

}

3225~ _ |

ESTIMATE VOLUME
OF ANEURISM

FIG. 32

SUBSTITUTE SHEET (RULE 26)

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(241) JP 2004-510515 A 2004.4.8

WO N2/029764 PCT/USOL30H4

5
L_:,,RENAL

] " AORTIC

\FEMORAL
ILIAC Cyr
ILTAC
FIG. 33
FIG. 33A 6. 338
BIFURCATED—_ [
STENT GRAFT
d
e
=
. EXCLUDED
1 AAA
s

FIG. 33C
SUBSTITUTE SHEET (RULE 26)



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

WO 02/029764

25/27

3405—_)

ACQUIRE
IMAGE SCAN

.

3440—__]

GENERATE 3-D

VOLUME OF OBJECT [

l

3420

IDENTIFY ROOT

!

3425 \\‘

GENERATE DISTANCE
MAP TO THE ROOT

i

3430

DETERMINE ENDS
OF BRANCHES

l

3435

SEARCH FOR
SHORTEST PATHS

l

3440~

REFINE
ROUGH SKELETON

FIG. 34

(242)

PCT/USOL30H4

3415
“a

MULTIRESOLUTION
DATA REDUCTION

SUBSTITUTE SHEET (RULE 26)

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

(243)

WO N229764 PCT/TLSOL30704
26/27
17 14 7
14 10 14
17 14 17
[ 1
2508 14 10 14
S 0 10
14 10 14
l [ |
17 14 17
14 10 14
pal 14 17
{ [ ]
FIG. 35

SUBSTITUTE SHEET (RULE 26

JP 2004-510515 A 2004.4.8



L e T e T e R |
—m —m —m @ @ @ ™@ M™@ ™@ oM@ & & & s s s & s /s s s e o/

(244)

WO N2/029764 PCT/USOL30H4

27/ 27

1) Lobelroot voxel with integer O,
2} Gonstruct a queue and line up the root inthe queue;
3) Tf (There is ot least ene voxel in the queug)

Serve the voxel x on the fop of The gueue:

For {each of x's 26-connected neighbor voxel y} {

If {yin the volume and hos not been labeled yat) {
Line up the y in the quaug;

/* label the voxel y */
Set dist =995999;
For (each of y's 26-connected neighbor voxel z) {

If (z in the volume and has been already labeled with gn
nteger of ny ) {

dz=nz +d (y, 2);

where d {y,2} i5 10,14 or 17 if the Euclidean distance
between y and z is

1,./2, or A/ 3, respectively;
}

If {(dist>d,) {

label y with integer dist;
dist = dz;

!

}
}

}

% leaves the quere;

Else {
end of celeulating the distance magp.

FIG. 36

SUBSTITUTE SHEET (RULE 26}

JP

2004-510515 A 2004.4.8



L T e T e T e T e B T T e T e O e Y e O e O s O e, T e, R e T e, IO e, T e O e R e O e O e T e T e T e T e T e T e

(245)

oooooooao

Intednitio

INTERNATIONAL SEARCH REPORT

sppligation Mo,

PUT A S AN

A, CLASSIFICATION OF SUBJECT MATTER
stineld aans Goal 1300 GoeTT 3A00, 1700, 1580 VSR 1T i

Aviording fo Internativnal Patent Classiliaeton ([PC) ar e hoth aatioanal clanaiii

B. FIELDS SEARCHED

Mitantir o sacons warchued fulnvsHice

syt folkowed By classificition synlnls}

U0 M/ R T S EACE GRS P N

db, AT 4 TH Q0 L0

Teumenestion searchiai gdher dhan minieon documeatasion o e exenn e el

mones wine bsclodid o e fiebils

Eleviranic dit e cotsulted during the imerrationsd seareh (name b il base and, where practicatile,
EANT
setech carnas: three-dimensional. image, shie, intmal, urgan, volame, visatiztion

seareh werns uswlp

. DACUMENTS CONSIDERED TO BE RELEVANT

Cutearyt Chaive b dotoen with indica tivn, where approprive, of the rdvvant pssages

Kekevient s ol

l2im No.

A VS 5.971.767 A (Kaufman et al} 26 October 1999, See The Whaole
document.

&, E US 6,331,116 Bl (Kaufman et a}) 18 December 2001, See The
Wheole Document

& F TS 2001/0031920 Al (Kaufman et al) 1% October 2001, See The
Whole Document.

NONE

NON

NONE

[ Puetter dicumsensn are tiswst it concinnacion ar bos <. [ ey fmily annoes.

[ S B J e

a oetipene daining tity gone

wedre g the e wWhith f o
cersnblasail s b e poNEUlar S<levime

" vailig o, ri o ar alter the nrerr e

a dirimenn whoch imay thran duobis o iy cianisg or sich
citead 1 extabll e publicstne date o) aniher it o wher
aerial [ANER Fas -prey i} Al

o At periang i an aial el w exilien sp

- he . R ot manfen @l W sdie AT
s

iing

ierain

Dimie o1 he saciaal completao of e cermational seach

1= NECEMBER 20

99 JAN210Z

Vittee al it of e teenatianal search cepor

.Oﬂl

N il wwilivge wliirees ob th L lsearined ey
Iy

ey i Baten | Trad
T

TOHN ROVMAK Pa

(7ot o SRS

]

Teleplane Ne.

o

‘gc.[ﬁpmaﬂfsf :
@gy reweer 3700

—

Farun PT/ISASE 16 (st shezt) (uly 1nmds

JP 2004-510515 A 2004.4.8



—m —m ~m @ @ @ @ @ ™@ ™@ ™@ & & s & & & & /s s /s /s /s /s /o

INTERNATIONAL SEARCHI REPORT

(246)

Inwernati
[N PE Y

applicatio o

A CLASSIFICATION OF SURIECT MATTER:
LI P

TN, DT, T L LS R R, R A, B 6T b S5, 0

n

s BT I5A 20 {rxira sheet] [uly s

JP 2004-510515 A 2004.4.8



(247) JP 2004-510515 A 2004.4.8

ooooogooooo

1) Int.CL.’ oo 0oooo0o0o0o0o0o
0000 17740 0ooo 24702 0000 ooooo

@éGnoooooono  AP(GH,GM,KE,LS,Mw,Mz,8D,SL,SZ,TZ,UG,ZW) ,EA(AM,AZ,,BY ,KG,KZ ,MD,RU, TJ, T™) ,EP(AT,BE,
CH,CY,DE,DK,ES,FI,FR,GB,GR, IE, IT,LU,MC,NL,PT,SE, TR) ,0A(BF,BJ,CF,CG,CI,CM,GA,GN,GQ,GW,ML ,MR,NE, SN, TD,
TG),AE,AG,AL,AM,AT,AU,AZ,BA,BB,BG,BR,BY,BZ,CA,CH,CN, C0,CR,CU,CZ,DE,DK,DM,DZ, EC,EE,ES,FI,GB,GD,GE,GH,
GM,HR,HU, ID, IL, IN, IS, JP,KE,KG,KP,KR,KZ,LC,LK,LR,LS,LT,LU,LV,MA,MD, MG, MK, MN , MW, MX ,MZ ,NO,NZ ,PH,PL,PT,R
0,RU,SD, SE,SG,SI,SK,SL, T3, T™M, TR, TT,TZ,UA,UG,UZ,WN, YU, ZA, ZW

(72000 0000000000
00000000000000000000000000000000000000000000
oooo

(72000 000000000000
00000000000000000000000000000000000000000000
oooo

(72000 00000
00000000000000000000000000000000000000000000
ooooo

(72000 00000000
000000000000000000000000000000000000000O00000
oooooooooo

(72000 0000
00000000000000000000000000000000000000O0O0O0000
00000000000000

0000 (O 0O) 40093 AA22 CA23 DAOL DAO2 EE20 FF22 FF23 FF42 FF47

0000 OO 4C096 AA20 ABAL AB50 ACO4 ACO5 ACI0 AD14 ADIS AD25 BA1S

0oooo OO0 DAO3 DA14 DBO8 DB13 DCO9 DC11 DCl4 DC19 DC21 DC22

0oooo OO0 DC28 DC33 DC36 DC37 DD20

0000 OO 4C167 AML BB11 BB12 CCO8 CC10 DDOL FFO5 HH30

0000 OO 5B050 AAO2 BAOS BAO9 DAO2 EA27 FAO2 FA12 FA13

0000 OO 5B080 AAL7 BAO2 GAOO



RE(EFR)AGE)

FRI&R B A

RBA

IPCHRS

CPCH%S

L5

S\EReERE

BEG®)

patsnap
AT EMSENFNRBITHEERURENREMS =

JP2004510515A N (E)H 2004-04-08

JP2002533259 RiEH 2001-10-01

ER$HMBANNAREES

FU—(—0—73>
FoIOVIIT Y
R—0F=LIY IR

GO01R33/54 A61B5/055 A61B6/03 A61F2/82 GO6T15/00 GO6T 15/08 GO6T17/00 G09B23/28 A61M29
/00 GO6T17/40

A61B5/055 A61B5/726 A61B6/032 A61B8/483 GO6T7/11 GO6T15/08 GO6T19/00 GO6T2207/10072
G06T2207/30028 G06T2207/30084 GO6T2207/30172 G06T2210/41 G06T2219/028 G06T2219/2004
G09B23/28

A61B6/03.360.G A61M29/00 G06T15/00.200 GO6T17/40.E A61B5/05.380 GO1N24/02.530.Y

4C093/AA22 4C093/CA23 4C093/DA01 4C093/DA02 4C093/EE20 4C093/FF22 4C093/FF23 4C093
/FF42 4C093/FF47 4C096/AA20 4C096/AB41 4C096/AB50 4C096/AC04 4C096/AC05 4C096/AC10
4C096/AD14 4C096/AD15 4C096/AD25 4C096/BA18 4C096/DA03 4C096/DA14 4C096/DB08 4C096
/DB13 4C096/DC09 4C096/DC11 4C096/DC14 4C096/DC19 4C096/DC21 4C096/DC22 4C096/DC28
4C096/DC33 4C096/DC36 4C096/DC37 4C096/DD20 4C167/AA41 4C167/BB11 4C167/BB12 4C167
/CC08 4C167/CC10 4C167/DD01 4C167/FF05 4C167/HH30 5B050/AA02 5B050/BA08 5B050/BA09
5B050/DA02 5B050/EA27 5B050/FA02 5B050/FA12 5B050/FA13 5B080/AA17 5B080/BA02 5B080
/GAO0

60/237665 2000-10-03 US
09/777120 2001-02-05 US

Espacenet

RETEACRUTIMCBRERFENRNBRENN RO =L TREGN S E. ZRRBBESHMRBTE S0 PRRRETTE AR
ATEREXR=EXNKRNEBRNGE. NASEELBEMGERE  ELUBRERE  EANEERSF,


https://share-analytics.zhihuiya.com/view/8d9f7d67-8660-483e-8bc3-a3ef075dd8bc
https://worldwide.espacenet.com/patent/search/family/026930898/publication/JP2004510515A?q=JP2004510515A




